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In this paper motivated by Lee et al (2013) and Singh et al (2017,2020), we have 

suggested the estimation procedures of  mean number of persons possessing sensitive 

attribute using Narjis and Shabbir (2020) randomized response model for the 

population which comprises of some clusters and the population is stratified with 

some clusters in each stratum. The estimator for the mean number of persons 

possessing sensitive attribute under a Poisson distribution, its variance, and the 

estimator of the variance are proposed under two-stage and stratified two-stage 

sampling schemeswhen the parameter of the rare sensitive attribute is pretended to be  

known and unknown. We employ the sampling scheme with probability proportional 

to size to select the first-stage units and simple random sampling with replacement to 

select the second-stage units.Theperformance of the suggested estimation procedures 

are demonstrated through numerical illustration over Singh and Suman (2019) 

estimators.  

 

Keywords: Poisson distribution, Randomized response model, Probability 

proportional to size, Rare sensitive attribute, Unrelated non-sensitive attribute, Two-

stage sampling, Stratified two-stage sampling. 

 

  

1. Introduction 

Concerns in the context of privacy and confidentiality often provide substantial non-

responses and false responses, especially in surveys that ask direct questions about 

sensitive attributes such as use of illegal cannabis plant, cheating in exams, extra 

marital affairs, domestic violence, sexual behavior, mental disorder, criminal history, 

tax evasion, drug abuse, gambling, abortion and others. The randomized response 

technique is quite effective in reducing the non-response rate and inflated response 

bias.Warner (1965) was first to introduce randomized response technique (RRT) 

which uses a randomization device bearing two statements, one on sensitive 

character and other on its complement and sample units are drawn by simple random 

sampling with replacement (SRSWR) procedure. 

The RRT models can be divided into three categories such as full, partial and 
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optional. In full RRT model, all respondents are urged to use the randomization 

device and give the response as per the question (i.e. sensitive and non-sensitive) 

occurred on randomization device, whereas, in partial RRT model, an additional 

stage or randomization device is added to incorporate the element of truthful 

response. In two stage or partial RRT model, the first randomization device has two 

options: (i) Do you belong to the sensitive group? and (ii) Go to the second 

randomization device, with known probabilities U and (1-U) respectively. The 

second randomization device is exactly same as provided in full RRT model. In 

optional RRT model, respondents are urged to give the truthful answer if he/she 

considers the question to be non-sensitive and use the randomization device if he/she 

considers the question sensitive and give the answer after using randomization device 

[see, Narjis and Shabbir (2019), p.1]. 

We consider the problem where the number of persons possessing a rare sensitive 

attribute is very small and the large sample size is necessary for providing the 

enough précised estimate of this number. For instance, the proportion of AIDS 

patients who continue having affairs with strangers, the proportion of persons who 

have witnessed a murder, the proportion of persons who are told by their doctors that 

they will not survive long due to ghastly disease etc. Now days the communication 

system is increasing rapidly, so it is possible and easy to conduct such large 

randomized surveys over the internet or telephone etc. Land et al (2012) was first to 

consider the problem of estimating the mean total number of persons who possesses 

a rare sensitive attribute in the population. Later various authors including Singh and 

Tarray (2014, 2017), Tarray and Singh (2015), Singh et al (2019), Tarray et al (2019) 

among others have tackled this problem. 

Lee et al (2013) have proposed a variant of Land et al's (2012) randomized response 

model when a population consists of some clusters and the population is stratified 

with some clusters in each stratum. In this paper following Lee et al (2013) we have 

made an effort to extend Narjis and Shabbir (2019) partial randomized response 

model when a population comprises of some clusters and population is stratified with 

some clusters in each stratum. We have derived the estimator for the mean number of 

persons who possess a rare sensitive attribute along with its variance and the variance 

estimator when the parameter of a rare unrelated attribute is supposed to be known 

and not known. The clusters are drawn with and without replacement. 

 

2. Probability proportional to size (PPS) sampling scheme for estimating 

the rare sensitive parameter under Poisson distribution 

We consider a finite population ( )N= ,...,, 21   of N clusters, known as first-

stage units. The size of the ith cluster is )...,,2,1( NiM i =   termed as second-stage 

units. Selection of n first- stage units (i.e. of n cluster) are made employing PPS 

sampling scheme with probabilities )....,,2,1( nipi =  At the second –stage we draw    

)...,,2,1( nimi = second-stage units from the ith selected first-stage unit using 
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SRSWR scheme. We designate. 

:a The true proportion of persons having a rare sensitive attribute A,  

:y The true proportion of persons having a unrelated rare non-sensitive attribute Y, 

:ia The true proportion of persons with the rare sensitive attribute in the ith cluster, 

:iy  The true proportion of persons with the unrelated rare non-sensitive attribute in 

the ith cluster. 

We also denote  


=

=
N

i

iMM
1

0  and  
=

=
n

i

imm
1

. 

[see, Lee et al (2013) and Singh et al (2020)].  

 

3. Estimation of a rare sensitive attribute in a two-stage unrelated 

question RRT model 

We have discussed the estimation methods for mean number of persons possessing a 

rare sensitive attribute using Narjis and Shabbir (2020) randomized device when the 

clusters are drawn with and without replacement depending on the cluster sizes and 

with equal probability (i.e. Simple random sampling with replacement). We have 

investigated the unbiased estimators for the mean number of individuals and their 

properties are studied when the unrelated rare innocuous attribute Y is assumed to be 

known and unknown. Response from the elementary units in the second stage 

samples are obtained on employing randomized response device of Narjis and 

Shabbir (2020).  

3.1 When the unrelated rare innocuous attribute is known 

When the population proportion y  of persons having the unrelated rare attribute is 

known, respondents are requested to use the randomization device and answer 

without revealing their having the attribute or not. In the proposed model, each 

selected respondent in the sample from the ith cluster has been given two 

randomization devices ( )21, RR .  

Assuming the proportion of rare non-sensitive unrelated attribute is known, the 

responses from the elementary units in the second stage sample were collected using 

the Mangat (1992) randomization device which comprises the following statements 

for the ith cluster (i.e. the first-stage randomization device, 1R  has two kinds of 

statements for the ith cluster): 
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(i) Do you possess rare sensitive attribute A? 

(ii) Go to the randomization device 2R  

with probabilities iU   and ( )iU−1   respectively. 

The second-stage randomization device, 2R   consists of three statements: 

(i) Do you have the rare sensitive attribute A? 

(ii) Do you have the rare non-sensitive unrelated attribute Y?  

(iii) Draw one more card  

with corresponding probabilities iP1 , iP2   and iP3   respectively such that 

.3,2,1,1
3

1

==
=

jP
j

ji  If statement (iii) appeared then respondent repeat the process 

without replacing the card. Again, if in second draw the statement (iii) appeared the 

respondent is asked to report his/her actual status about sensitive attribute A. The 

respondent should answer the question with “yes” (or “no”), if his/her actual status 

matches (un-matches) with the statement on the card respectively. The investigator 

does not know the respondent’s answers, whether its from the sensitive question or 

from the actual status because interviewee performed randomization process 

confidentialy. Thus the privacy of interviewee(s) is protected and they responds 

without any fear [see, Narjis and Shabbir (2020), p.2]. 

The probability of obtaining answer “yes” from the respondent in the ith cluster is : 

( ) ( )
( ) ( )










−
+











−
++−+= ia

i

i

i

i

i

iiyiiaiiiaii
k

k
P

k

k
PPPUU 

11
11 2

33210
                   (1) 

where the randomization device 2R  consists of a deck of  ik  cards provided to the 

respondents selected from the ith cluster. 

Consider selecting a large sample of   persons from the ith cluster in the population 

such that 0,0, →→→ iyiaim  , then 0, 0 →== iiyiyiiaiai andmm 

,then 00 iiim  =  (finite), 

( ) ( )
( ) ( )










−
+











−
++−+= ia

i

i

i

i

i

iiyiiaiiiaii
k

k
P

k

k
PPPUU 

11
11 2

33210
,                       (2) 

Let 
iimii yyy ,...,, 21  be a random sample drawn from ith cluster which follows Poisson 

distribution with mean 0i . Then the estimator for the mean number of individuals 

with the rare sensitive characteristics, ( )iaiiaia m  =   is defined as 
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( ) ( )
( )

( )
( )

( ) 
















+
−

+−+


















−
+−−

=


=

ii

i

i

iiii

m

j

iy

i

i

iiiiji

ia

PP
k

k
PPUU

k

k
PPUym

i

3131

1

32

1
1

1
111

ˆ



                                                  (3) 

where ( )
iyiiyiy m =  is the mean number of individuals who have the rare non-

sensitive unrelated attribute in the ith cluster. In the two-stage procedure, the 

estimator for the mean number of persons with the rare sensitive attribute is given by 


=

=
n

i i

iai

appzwr
p

M

nM 10

ˆ1ˆ 


( ) ( )
( )

( )
( )

( )




























+
−

+−+









−
+−−

=




=

=

ii

i

i

iiii

m

j

iy

i

i

iiiijin

i i

i

PP
k

k
PPUU

k

k
PPUym

p

M

nM

i

3131

1

32

10

1
1

1
111

1


                       

                                        (4) 

where  iM   is the size of the ith cluster and 
−

=
n

i

iMM
1

0 ; and ip  is the probability of 

drawing ith(i=1, 2,3,…,N ) cluster from the population in first stage sample. 

Theorem 3.1 The estimator appzwr̂   for the mean number of persons who have the 

rare sensitive attribute is unbiased. 

Proof: Since ijy   follows Poisson distribution with parameter 

( ) ( )
( ) ( )










−
+











−
++−+= ia

i

i

i

i

i

iiyiiaiiiaii
k

k
P

k

k
PPPUU 

11
11 2

33210
 

Thus ( ) ( )appzwrappzwr EEE  ˆˆ
21=  , where 1E   and 2E   are the expectations over the 

first and second stage samples respectively. Further we have 

( )











= 

=

n

i i

iai

appzwr
p

M

nM
EEEE

10

2121

ˆ1ˆ 
 ( )








= 

=

n

i

ia

i

i E
p

M

nM
E

1

2

0

1
ˆ1
 ,  

Now, ( ) ( )



























−= 

=

i

m

j

iijiappzwr DBymEE
i

1

22 1̂ , 

where ( )
( ) iy

i

i

iiii
k

k
PPUB 









−
+−=

1
11 32  and 

( )
( )

( )








+
−

+−+= ii

i

i

iiiii PP
k

k
PPUUD 3131

1
1 . 



 

PATIDAR AND SINGH 

 

7 

 

We have  

( ) ( ) 







−= 

=

im

j

iij

ii

appzwr ByE
mD

E
1

22

11
̂ 








−= 

=

im

j

ii

ii

B
mD 1

0

11
 , 

 ii

i

B
D

−= 0

1
 . 

Thus finally, we have  

( ) 







= 

=

n

i i

iai

appzwr
p

M

nM
EEE

10

121

1ˆ 
 , 


=

=
n

i i

iai

i
p

M
p

M 10

1 
, 

a

n

i

iaiM
M


=

==
10

1
. 

Therefore, appzwr̂  is an unbiased estimator of a . 

Theorem 3.2 The variance of the unbiased estimator appzwr̂  is  

( ) ,
1ˆ

1

2

1

2

02

0 











 
+










−= 

==

N

i ii

ii
N

i

a

i

iai

iappzwr
mp

M
M

p

M
p

nM
V 


                                       (5) 

where 

( )
( )





























−
+−

+=
2

32
1

11

i

iy

i

i

iii

i

ia

i
D

k

k
PPU

D




.                                                  (6) 

Proof- Let 1V  be the variance over the first-stage sample and 2V  be the variance over 

the second -stage sample. The variance of appzwr̂  is given by  

( ) ( ) ( )appzwrappzwrappzwr VEEVV  ˆˆˆ
2121 +=  .                                                                   (7) 

Now,  

( )











= 

=

n

i i

iai

appzwr
p

M

nM
EVEV

10

2121

ˆ1ˆ 
 , 









= 

=

n

i i

iai

p

M

nM
V

10

1

1 
, 


=











−=

N

i

a

i

iai

i M
p

M
p

nM 1

2

02

0

1



.                     (8) 

Next,  

( )











= 

=

n

i i

iai

appzwr
p

M

nM
VEVE

10

2121

ˆ1ˆ 
 , 
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( )

( )











= 

=

n

i i

iai

p

VM

nM
E

1
2

2

2

2

0

1

ˆ1 
, 

( )

( )












































−

= 


=

=
n

i i

m

j

iiji

i

i

D

Bym

V
p

M

nM
E

i

1

1

22

2

2

0

1

1
1

, 

( )
( )












=  

= =

n

i

m

j

ij

iii

i
i

yV
mDp

M

nM
E

1 1

2222

2

2

0

1

1
.

1
, 

( ) 










=  

= =

n

i

m

j

i

iii

i
i

mDp

M

nM
E

1 1

0222

2

2

0

1

1
.

1
 , 

( ) 










= 

=

n

i i

i

ii

i

mDp

M

nM
E

1

0

22

2

2

0

1 .
1 

, 

( )


( ) ( )
( ) ( ) 





















−
+











−
++−+






= 

=

ia

i

i

i

i

i

iiyiiaii

n

i

iai

iii

i

k

k
P

k

k
PPPU

U
mDp

M

nM
E





11
11

.
1

2

3321

1
22

2

2

0

1

, 

( )

( )
( )





















































−
+−

+= 
=

n

i i

iy

i

i

iii

i

ia

ii

i

D

k

k
PPU

Dmp

M

nM
E

1
2

32

2

2

2

0

1

1
11

.
1




, 

( )
( )


=

































−
+−

+=
N

i i

iy

i

i

iii

i

ia

ii

i

D

k

k
PPU

Dmp

M

nM 1
2

322

2

0

1
11

.
1




, 


=


=

N

i ii

ii

mp

M

nM 1

2

2

0

1
 .                                                                                                    (9) 

Inserting (8) and (9) in (7) we get the variance of the unbiased estimator appzwr̂ . This 

completes the proof of the theorem. 

Theorem 3.3The unbiased estimate of the variance of the suggested estimator appzwr̂  

is given by  
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( )
( ) 

=













−

−
=

n

i

appzwr

i

iai

appzwr
p

M

Mnn
V

1

2

2

0

ˆ
ˆ

1

1ˆˆ 


                                                         (10) 

Proof is simple so omitted. 

 

Estimation when the first-stage sample is selected with PPS sampling 

The size of the cluster is known and when n clusters are selected with replacement 

depending on size of each cluster, iM , the probability ip should be considered as 











=

00

..
M

M
pei

M

M i

i

i for the ith 

cluster. Then it is known as PPS. From the PPS, the unbiased estimator for a  is 

given by  


=

=
n

i

iaappswr
n 1

ˆ1ˆ  ,                                                                                                     (11) 

using
0M

M
p i

i = , and the variance is given by  

( ) ( ) 






 
+−= 

==

N

i i

ii
N

i

aiaiappswr
m

M
M

nM
V

11

2

0

1ˆ  .                                                 (12) 

Further the estimator for the variance of appswr̂  is given by  

( )
( )= 













−

−
=

n

i

appswr

iaappswr
Mnn

V
1

2

0

ˆ
ˆ

1

1ˆˆ


 .                                                                   (13) 

Estimation when the first-stage sample is selected with probability proportional to 

size without replacement (PPSWOR) 

When n clusters are selected without replacement from N clusters with size 

( )NiM i ...,,2,1=  each and i  is an inclusion probability of a unit i  in a sample set 

without replacement, then the estimator for a , which is the parameter of the rare 

sensitive attribute, is given by 


=

=
n

i i

iai

appswor

M

M 10

ˆ1ˆ



 .                                                                                          (14) 

The variance of estimator appswor̂  is given by 

( ) ( )












 
+














−−= 

== 

N

i ii

ii
N

i j

jaj

i

iai
N

j

ijjiappswor
m

MMM

M
V

1

2
2

1 1
2

0

1ˆ







 ,                   (15) 

where ij  is an inclusion probability of units i and j  in a sample set without 

replacement. 

The estimator for the variance of  appswor̂  is given by 
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( ) ( )
( )














−


+














−

−
= 

== 

n

i i

i

i

i
n

i j

jaj

i

iai
n

j ij

ijji

appswor
m

MMM

M
V

1

2
2

1 1
2

0
1

ˆ
.

ˆˆ1ˆˆ











 ,         (16) 

where 

( )
( )





























−
+−

+=
2

32
1

11
ˆ

ˆ

i

iy

i

i

iii

i

ia

i
D

k

k
PPU

D




. 

Estimation when the first-stage sample is selected using SRSWR scheme 

We consider the estimation when the first-stage sample is selected using SRSWR 

scheme. In this case, the selection probability for all the selected clusters in the first 

stage is ( )ni
N

pi ...,,2,1
1

==  . The estimator of the parameter a ; when the first–

stage sample units are chosen with equal probability and with replacement in two-

stage sampling, is  


=

=
n

i

iaiawr M
nM

N

10

ˆˆ  .                    (17) 

The variance of the estimator awr̂ is  

( ) ( )











+−

−
= 

==

N

i

i

i

i
N

i

aiaiawr
m

M
MM

N

N

nM

N
V

1

22

1
2

0
1

ˆ  ,                                       (18) 

and its estimate 

( )
( )

( )
2

1
2

0

ˆˆ
1

1ˆˆ 
=

−
−

=
n

i

awriaiawr NM
Mnn

V   ,                (19) 

where 
N

M
M 0= . 

 

Comparing Probability proportional to size with replacement (PPSWR) and the equal 

probability two-stage sampling  

From (12) and (18) we have 

( ) ( )
( )

( )

( ) .

.
1

.
1ˆˆ

11

2

1

2

0

2

100





−−−






+−

−
=−





==

==

N

i

i

i

i
N

i

aiai

N

i

i

i

i
N

i

aiaiappswrawr

m

M
M

m

M

M

N
MM

N

N

M

N

nM
VV





 

Under the assumption ( ) NN −1 , and 
N

M
M 0= , we have  
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( ) ( ) ( ) ( )

..

1ˆˆ

11

2

1

2

2

10





−+






−−−=−





==

==

N

i

i

i

i
N

i

i

i

i

N

i

aiai

N

i

aiaiappswrawr

m

M
M

m

M

MMMM
MnM

VV 

 

( ) ( )( )

( ) ( ) 



−−


−+





−−+−=





==

==

N

i i

i
i

N

i i

i
i

N

i

aiai

N

i

iai

m
MMM

m
MM

MMMMM
MnM

11

2

1

22

1

22

0

.

1


 

 

which will be zero when MM i = . It follows that when the size of the clusters are 

all the same i.e. MM i =  , the probability 









=

0M

M
p i

i  in PPS should be the same as 

N

1
. Thereby meaning is that for MM i = , the estimator appswr̂ is at par with awr̂ i.e. 

both the estimators appswr̂ and awr̂ are equally efficient. However, when the 

difference  ( )MM i −  is larger the first term ( )
=

−
N

i

iai MM
1

22
 , and the third term, 

( )
=


−

N

i i

i
i

m
MM

1

2
 are increasing in the above expression. Usually the PPS is more 

efficient than the equal probability two-stage sampling when clusters have different 

sizes. 

 

3.2 Estimation procedure of a rare attribute under two-stage sampling when the 

proportion of rare non-sensitive unrelated attribute is not known 

It is to be mentioned that here two parameters are unknown so responses are 

gathered twice from each individual using two randomization devices in each cluster. 

These randomization devices consist of the decks of ik  similar cards as described 

Section 3.1. Firstly, the respondents selected from ith cluster are urged to response 

“yes” or “no” using the following two-stage randomization devices.  

The first randomization device is given as follows:  

First-stage randomization device 11R  consists of two statements:  

(i) Do you have the rare sensitive attribute A? 

(ii) Go to randomization device 21R  

with corresponding probabilities iU1  and ( )iU11− respectively.  

The second-stage randomization device consists of three statements: 

(i) Do you have the rare sensitive attribute A ? 

(ii) Do you have the rare non-sensitive unrelated attribute Y ?  

(iii) Draw one more card  
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with corresponding probabilities iP1 , iP2  and iP3  respectively such that 1
3

1

=
=j

jiP . If 

statement (iii) appeared on card then respondent repeat the process without replacing 

the card. Again, if in second draw the statement (iii) appeared the respondent is 

asked to report his/her actual status about sensitive attribute A. 

Next, the respondent is urged again to answer one of the same questions using 

second randomization device. 

The second randomization device 12R  consists of two statements:  

(i) Do you have the rare sensitive attribute A? 

(ii) Go to randomization device 22R  

with corresponding probabilities iU 2  and ( )iU 21− respectively.  

The second-stage randomization device 22R  consists of three statements: 

(i) Do you have the rare sensitive attribute A ? 

(ii) Do you have the rare non-sensitive unrelated attribute Y ?  

(iii) Draw one more card  

with corresponding probabilities iQ1 , iQ2  and iQ3  respectively such that 1
3

1

=
=j

jiQ . 

If statement (iii) appeared on card then respondent repeat the process without 

replacing the card. Again, if in second draw the statement (iii) appeared the 

respondent is asked to report his/her actual status about sensitive attribute A. 

 Based on responses gathered using two randomization devices; the probabilities that 

respondents in the ith cluster answer “yes” are  

( ) ( )
( ) ( )










−
+











−
++−+= ia

i

i

i

i

i

iiyiiaiiiaii
k

k
P

k

k
PPPUU 

11
11 2

3321111
               (20) 

and 

( ) ( )
( ) ( )










−
+











−
++−+= ia

i

i

i

i

i

iiyiiaiiiaii
k

k
Q

k

k
QQQUU 

11
11 2

3321222
 .         (21) 

Equation (20) and (21) can be rewritten as by assuming that as 

0,0, 21 →→→ iiim  , then 2211 , iiiiii mandm  == respectively: 

( ) ( )
( ) ( )










−
+











−
++−+= ia

i

i

i

i

i

iiyiiaiiiaii
k

k
P

k

k
PPPUU 

11
11 2

3321111                 (22) 

and 

( ) ( )
( ) ( )










−
+











−
++−+= ia

i

i

i

i

i

iiyiiaiiiaii
k

k
Q

k

k
QQQUU 

11
11 2

3321222 .            (23) 

After deriving the results, the following two equations are obtained as  
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( ) ( )
( ) ( )










−
+











−
++−+=

=

iau

i

i

i

i

i

iiyuiiauiiiaui

m

j

ji

i k

k
P

k

k
PPPUUy

m

i

 ˆ
11

1ˆˆ1ˆ1 2

332111

1

1
 

                    (24) 

and 

( ) ( )
( ) ( )










−
+











−
++−+=

=

iau

i

i

i

i

i

iiyuiiauiiiaui

m

j

ji

i k

k
Q

k

k
QQQUUy

m

i

 ˆ
11

1ˆˆ1ˆ1 2

332122

1

2
,           

          (25) 

where jiy 1  and jiy 2  denote the observed values in the first and the second responses 

from the  

( )i

th mjj ...,,2,1=  respondents in the ( )nii th ...,,2,1=  clusters. Solving equations 

(24) and (25) the estimators for ia  and iy  are: 

( )
( )

( )
( )














−
+−−













−
+−= 

==

ii m

j

ji

i

i

iii

m

j

ji

i

i

iii

ii

iau y
k

k
PPUy

k

k
QQU

mC 1

2321

1

1322

1 1
11

1
11

1
̂

    (26) 

( )
( ) ( )

( )
( ) ( )

,
11

11

11
11

1ˆ

1

2

2

33111

1

1

2

33122

1





























−
+









−
+−+−





























−
+









−
+−+=





=

=

i

i

m

j

ji

i

i

i

i

i

iiii

m

j

ji

i

i

i

i

i

iiii

ii

iyu

y
k

k
P

k

k
PPUU

y
k

k
Q

k

k
QQUU

mD


,                           

          (27) 

where  

( )
( )

( )
( )

( )( )( )
( ) ( )

( )( )
( ) ( ) ( )

.0
1

1
1

1
1

11

1
1

1
111

1
11

1
11

32

2

332

2

321

33122121

321232211


















−
+−









−
+

−
−−+









−
+









−
+−−−+









−
+−−









−
+−=

i

i

iii

i

i

iii

i

i

ii

i

i

i

i

i

iiiiiii

i

i

iiii

i

i

iiiii

k

k
PPQ

k

k
QQP

k

k
UU

k

k
Q

k

k
PQPQPUU

k

k
PPUU

k

k
QQUUC

(28) 

( )
( )

( )
( )

( )( )( )
( ) ( )

( )( )
( ) ( ) ( )

.0
1

1
1

1
1

11

1
1

1
111

1
11

1
11

32

2

332

2

321

33211221

322132121


















−
+−









−
+

−
−−+









−
+









−
+−−−+









−
+−−









−
+−=

i

i

iii

i

i

iii

i

i

ii

i

i

i

i

i

iiiiiii

i

i

iiii

i

i

iiiii

k

k
QQP

k

k
PPQ

k

k
UU

k

k
Q

k

k
PQPQPUU

k

k
QQUU

k

k
PPUUD

                 (29) 
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Thus the estimator for the parameter a  of the rare sensitive attribute is given by  


=

=
n

i i

iaui

appzwru
p

M

nM 10

ˆ1ˆ 
 .                                                   (30) 

Theorem 3.4The proposed estimator appzwru̂  for the mean number of persons who 

have the rare sensitive attribute is unbiased.  

Proof: Since ji1  and ji2  are iid Poisson variates with parameters 1i  and 2i  

respectively, therefore, we have  

( ) ( )appzwruiau EEE  ˆˆ
21= , 

( )







= 

=

n

i

iau

i

i E
p

M

nM
E

1

2

0

1
ˆ1
 .                                                                                    (31) 

Now,  

( )




















−= 
==

ii m

j

ji

m

j

ijii

ii

iau yCyd
mC

EE
1

2

1

212

1

22

1
̂ , 

( ) ( )







−= 

==

ii m

j

ji

m

j

ijii

ii

yECyEd
mC 1

22

1

2122

1

1
, 









−= 

==

ii m

j

i

m

j

iii

ii

Cd
mC 1

2

1

212

1

1
 , 

 2212

1

1
iiiiii

ii

Cmdm
mC

 −= , 

 

i

iiii

C

Cd

1

2212  −
= ,                                                                                                  (32) 

where ( )
( )








−
+−=

1
11 3222

i

i

iiii
k

k
QQUd , ( )

( )







−
+−=

1
11 3212

i

i

iiii
k

k
PPUC . 

Inserting the values of 1i  and 2i  from equations (22) and (23) respectively in (32) 

we get  

( ) iaiauE  =ˆ
2 .                                                                                                           (33) 

Putting (3.33) in (3.31) we have  

( ) 







= 

=

n

i

ia

i

i

iau
p

M

nM
EE

10

1

1ˆ  , 


=

=
N

i

ia

i

i

i
p

M
p

M 10

1
 , 

a

N

i

iaiM
M

 == 
=10

1
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Theorem 3.5The variance of the estimator appzwru̂  is given by  

( )
( )

,
1ˆ

1
2

1

122

1

2

02

0 











 
+










−= 

==

N

i ii

i

i

i
N

i

a

i

iai

iappzwru
mCp

M
M

p

M
p

nM
V 


             (34) 

where  
( )     iyiiiiiiiaiiiiiiiii dCdCCdddCCdCCd  2

2

2

22

2

22

2

232323

2

23

2

2

12 22 −++−+= , 

( )
( )








−
+−=

1
11 3212

i

i

iiii
k

k
PPUC , 

( )
( ) ( )










−
+









−
+−+=

11
11 2

331113

i

i

i

i

i

iiiii
k

k
P

k

k
PPUUC , 

( )
( )








−
+−=

1
11 3222

i

i

iiii
k

k
QQUd , 

( )
( ) ( )










−
+









−
+−+=

11
11 2

331223

i

i

i

i

i

iiiii
k

k
Q

k

k
QQUUd . 

Proof:The variance is decomposed by  

( ) ( ) ( )appzwruappzwruappzwru VEEVV  ˆˆˆ
2121 += .                                        (35) 

Since ( )11 ~ iji Poissoniidy   and ( )22 ~ iji Poissoniidy  , 

( ) ( )
111 ijiji yEyV == and ( ) ( )

222 ijiji yEyV == .  

We have  
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and  
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where  
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       (39) 

and ( ) ( ) ( ) ( )
jijijijijijii yEyEyyEyyCov 21212112 ,, −==  
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Inserting the values from (36) and (37) in (35), we obtained the expression of the 

variance of the estimator appzwru̂  as given in (34). 

The estimator of an unbiased estimator of the variance of appzwru̂ is given by 

( )
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 .                                       (41) 

Estimation when the first-stage sample is selected using PPSWR. 

In the PPS, the selecting probability ip  for cluster i is defined as 









=

00

..
M

M
pei

M

M i

i

i . 

The estimator for the parameter of the rare sensitive attribute;  a  is defined as  
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
=

=
n

i

iauappswru
n 1

ˆ1ˆ  ,                                                                                                  (42) 

and its variance is obtained as   
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Further the estimator for the variance of appswru̂  is given by  
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3.3 Estimation when the first-stage sample is selected using SRSWR. 

In this situation, the probability of selecting the clusters in the first stage is

( )ni
N

pi ...,,2,1
1

== . The estimator of the parameter a ; when the first–stage 

sample units are selected with equal probability and with replacement in two-stage 

sampling, is  


=

=
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iauiawru M
nM
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ˆˆ  .                                       (45) 

The variance of the estimator awru̂ is  
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and its estimate 
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where 
N

M
M 0= . 

Estimation by PPSWOR 

Aftern clusters are drawn without replacement (WOR) from N clusters with size iM  

each, im samples are selected in cluster i randomly with replacement. Let i  is an 

inclusion probability of a unit i in a sample set without replacement, and ij  is an 

inclusion probability of units i and j  in a sample set without replacement. When the 

parameter of the rare unrelated attribute is unknown, the estimator for  the rare 

sensitive attribute is defined by 


=

=
n

i i

iaui

appsworu

M

M 10

ˆ1ˆ



 .                                                                   (48) 

The variance of estimator appsworu̂  is given by 

 

 



 

PARTIAL RANDOMIZED RESPONSE MODEL FOR ESTIMATING A RARE 

SENSITIVE ATTRIBUTE IN PROBABILITY PROPORTIONAL TO SIZE 

MEASURES USING POISSON DISTRIBUTION  

 

18 

 

The variance of estimator appsworu̂  is given by 
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The estimator for the variance of  appsworu̂  is given by 
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       (50) 

where
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                   (51) 

 

Comparing PPSWR and the equal probability two-stage sampling  

Assuming ( ) NN −1 , From (46) and (49) we have 
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From (52) it is observed that the variance awru̂ is same as the variance of appswru̂  

when 
N

M
MM i

0==  that is, when all clusters have the same size. The PPS with 

N
pi

1
=  has the same variance as the equal probability two-stage sampling even 

when the parameter of the rare unrelated attribute is not known. If the difference in 

the cluster sizes is large, the first term ( )
=

−
N

i

iai MM
1

22
 , and the third term , 
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( )
( )


=


−

N

i ii

i

i
mC

MM
1

2

1

12
2

 in (52) are increasing.Usually the estimation by PPS is better 

than the equal probability two-stage sampling when clusters have different sizes. 

 

4. Estimation with PPS method of a rare sensitive attribute under 

stratified two-stage sampling using a randomized response model. 

We consider a population which is supposed to be stratified into L strata such that the 

hth stratum has LhN h ...,,2,1, = , cluster, which are the first-stage units. Each cluster 

has size ( )NiM hi ,...,2,1=  in stratum h. In stratum h, hn  clusters (which are at the 

first units) are selected from hN  clusters with probability hip . At the second stage, 

we select ( )hhi nim ,...,2,1= , second-stage units from the ith clusterdrawn from the 

hth stratum, using SRSWR scheme. 

 

4.1 PPS and Equal Probability Two-Stage Sampling for Stratification (when the 

rare unrelated attribute is known). 

In this section, we assume that hn  clusters are drawn from hth stratum using 

probability proportional to size with replacement (PPSWR) sampling scheme and 

hiy , the proportion of the rare non-sensitive unrelated attribute in the hth stratum is 

supposed to be known. When the randomized response model described in Section 3 

is applied, the probability that respondents answer ‘yes’ in the ith cluster of the 

stratum h is defined as  
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       (53) 

where hiU  is the probability of the question being asked ;Question (i): ‘Do you 

possess the rare sensitive attribute A? in the first stage randomization device of 

Section 3.1 and the symbols hiP1 , hiP2  and hiP3  are the probabilities of presenting the 

statements (i), (ii) and (iii) in the randomization device used in the ith cluster of the 

hth stratum ( )1321 =++ hihihi PPP . hia  and hiy  are the population proportions of the 

rare sensitive attribute, A, and the rare unrelated attribute, Y, respectively in the ith 

cluster of the hth stratum. hiy  is assumed to be known.In the ith cluster of stratum h 

since the two attribute A and Y  are rare, 000 = hihihim  , 0= hiahiahim   and 

0= hiyhiyhim   are finite for →him as 00 →hi , 0→hia and 0→hiy . 

Let 
hihimhihi yyy ,...,, 21 be him  random samples from the Poisson distribution with 

mean 0hi  in the cluster of stratum h. Then the estimator hia̂ of the mean total 

number of persons bearing the rare sensitive attribute in the ith cluster of the hth 

stratum is defined as  
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Now, an estimator for the rare sensitive attribute, ha  in stratum h is given by  


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=
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p

M

Mn 10

ˆ1ˆ 
  ,                 (55)  

where 
−

=
hn

i

hih MM
1

0
.          

Under the stratified two-stage sampling design, the final estimator asppzwr̂ for the rare 

sensitive attribute, ha , is given by  
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where 
N

N
W h

h = , 
=

=
L

h

hNN
1

 and hip  is the initial probability of selecting the ith 

cluster, which  

is a first-stage unit in the hth stratum. 

 

Properties of the estimator asppzwr̂  

Theorem-4.1-The estimator asppzwr̂  is unbiased. 

Proof: Since ( ) ( )
00 ,~ hihijhihij yEPoissoniidy  = ,  

( ) ( )
( ) ( )










−
+











−
++−+= hia

hi

hi

hi

hi

hi

hihiyhihiahihihiahihi
k

k
P

k

k
PPPUU 

11
11 2

33210
,   

          (57) 

and the estimator hia̂  is an unbiased estimator of ( )hihhia mjni ,...,2,1;,...,2,1 == . 

Therefore, 
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This completes the proof of the theorem. 

Theorem 4.2 The variance of the estimator asppzwr̂  is given by  
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Proof: The variance of asppzwr̂  is decomposed by  
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Adding (60) and (61), we get the variance of the unbiased estimator asppzwr̂  as given 

in (58). Thusthe theorem is proved. 

The unbiased estimate of the variance of asppzwr̂  is given by  
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Estimation when the first-stage sample is selected using PPSWR 

When hn  clusters are selected with replacement (WR) from hN  clusters depending 

on the cluster size, hiM  in stratum h, with selection probabilities ( )hhi nip ...,,2,1= , 

where 
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M
p = . It is known as PPSWR. Hence the unbiased estimator of a  is 

given by  
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and its variance is obtained as   
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An estimator for the variance of the estimator asppswr̂ , is  

( )
( )

==













−

−
=

hn

i h

ha

hia

hh

L

h

hasppswr
Mnn

WV
1

2

01

2
ˆ

ˆ
1

1ˆˆ 
 .                                                     (65) 

 

 

 

 



 

PATIDAR AND SINGH 

 

23 

 

Estimation when the first-stage sample is selected using SRSWR scheme. 

When the first–stage sample units are drawn with equal probability and with 

replacement in two-stage sampling, the selection probabilities for all the selected 

clusters at first-stage from the hth stratum is 
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The variance of the estimator assrswr̂ is  
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and its estimate is given by  
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where 
h

h

h
N

M
M 0= . 

Estimation by PPSWOR for stratification 

Let hi  be the probability that the ith unit belongs to the first-stage sample and hij  

the probability that both the ithand jth units belong to this sample, using PPSWOR 

from the hth stratum. The estimator for the rare sensitive attribute in stratum h is 

given by  
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The unbiased estimator for the rare sensitive attribute (i.e. of a ) is given by 
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The variance of the estimator asppswor̂  is given by 
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          (71) 

The estimator for the variance of  asppswor̂  is given by 
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Comparing PPSWR and the equal probability two-stage sampling for stratification.  

From (64) and (67) we have  
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For ( ) hh NN −1 , (73) boils down to  
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It is observed from (74) that  

( ) ( )asppswrassrswr VV  ˆˆ =  

when each cluster has the same size, 
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 are increasing in case the clusters have different sizes. Usually 

the PPS is better than the equal probability two-stage sampling in stratified two-stage 

sampling. 
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4.2 Estimation method of rare-attribute when the rare non-sensitive unrelated 

attribute is unknown in stratified population. 

Estimation by PPSWR for Stratification. 

In this section, it is supposed that hn  clusters are selected from hth stratum (h=1, 

2,…,L) using PPSWR sampling design and hiy is supposed to be unknown. The 

randomization device in the ith cluster of the hth stratum is the same as in Section 3.2. 

The probabilities that respondents in the ith cluster of the hth stratum answer “yes” are   
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          (76) 

where ihU 1  is the probability of the question being asked as described in (i) of 

Section 3.1 in first-stage randomization device and ( )hihihi PPP 321 ,,  are the 

probabilities of presenting the statements (i), (ii), and (iii) in the second stage 

randomization device, when this device is used in the ith cluster of the hth stratum, 

such that 1321 =++ hihihi PPP , hia  is the true proportion of rare sensitive attribute 

hA  and hiy  is the true proportion of rare non-sensitive unrelated attribute hY  in the 

ith cluster of the hth stratum. Further ihU 2  is the probability of the question being 

asked as described in (i) of Section 3.1 in first-stage randomization device (of second 

randomization device) and ( )hihihi QQQ 321 ,,  are the probabilities of presenting the 

statements (i), (ii), and (iii) in the second-stage randomization device (of second 

randomization device), when this device is used in the ith cluster of the hth stratum, 

such that 1321 =++ hihihi QQQ ,and hia  and hiy  are the population proportions of 

the rare sensitive and unrelated attributes, respectively. Now hiy  is assumed to be 

unknown. Since the two attribute are in the population, therefore, 

2211 , hihihihihihi mandm  == are finite as 0,0, 21 →→→ hihiihm  ,where 
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Similar to the previous section, the following equations are obtained: 
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where jhiy 1  and jhiy 2 are the first and the second answers of the ( )hi

th mjj ...,,2,1=  

respondents in the thi  cluster of the hth stratum.  

From (79) and (80), the estimators for the mean number of persons who possess the 

rare sensitive and unrelated attribute in the thi  cluster of stratum h are given by   
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The estimator of the mean total number ha  of persons having rare sensitive attribute 

in hth stratum is 
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where  hip  is the selection probability of the thi  cluster in hth stratum under PPSWR 

scheme and 
=

=
hn

i

hih MM
1

0 . Thus the final estimator asppzwru̂  of the mean total 

number a  of persons having a rare sensitive attribute in the population under 

stratified two-stage sampling scheme is  
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where  
N

N
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=
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1

. 

Properties of the estimator asppzwru̂  

Theorem 4.3 The estimator asppzwru̂  of the mean total number of persons is having the 

rare sensitive attribute. 

Proof: Since jhi1  and jhi2  are iid Poisson variates with parameters 1hi  and 2hi  

respectively, therefore, we have  
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Inserting the values of 1hi  and 2hi  from equations (77) and (78) respectively in 

(87) we get  
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Thus the theorem is proved. 

Theorem 4.4 The variance of the estimator asppzwru̂  is given by  
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Proof: The variance of the estimator asppzwru̂  is decomposed as 

( ) ( ) ( )asppzwruasppzwruasppzwru VEEVV  ˆˆˆ
2121 += .                                       (90) 
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The first term of (90) is simplified to  
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The second term of (90) is simplified to  
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and ( )ihih 21 ,  are same as define earlier.

 

Putting the values from (83) in (91) and then substituting from (90) and (92) in 

(100), we obtained the expression of the variance of the estimator asppzwru̂  as given 

in (89). 



 

PARTIAL RANDOMIZED RESPONSE MODEL FOR ESTIMATING A RARE 

SENSITIVE ATTRIBUTE IN PROBABILITY PROPORTIONAL TO SIZE 

MEASURES USING POISSON DISTRIBUTION  

 

30 

 

The estimator of an unbiased estimator of the variance of asppzwru̂ is given by 
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Estimation when the first-stage sample is selected using SRSWR scheme 

Let the first–stage sample units are drawn with equal probability and with 

replacement in two-stage stratified sampling, the probabilities of selecting the ith 

cluster from the hth stratum is
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The variance of the estimator aswru̂ is  
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and its estimate is given by  
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Estimation when the first-stage sample is selected using PPS sampling. 

When hn  clusters are drawn with replacement depending on cluster size, we 

consider the PPS. Let
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p = . The unbiased estimator for the mean number of 
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and its variance is obtained as   
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Also, the estimator for the variance of asppswru̂  is given by  

( )
( )

==













−

−
=

hn

i h

hau

hiau

hh

L

h

hasppswru
Mnn

WV
1

2

01

2
ˆ

ˆ
1

1ˆˆ 
 .                (100) 

Estimation by PPSWR for Stratification  

Let hi  be the probability that the ith unit belongs to the first-stage sample and hij  

the probability that both the ithand jth units belong to first-stage sample, using 
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probability proportional to size sampling without replacement from the hth stratum. 

The unbiased estimator of a  is given by  
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where the estimator hau  in stratum h is defined by  
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The variance of estimator asppsworu̂  is given by 
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Further the estimator for the variance of  asppsworu̂  is given by 
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Comparing PPSWR and the equal probability two-stage sampling for stratification  

From (96) and (99) we have   
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Under the assumption ( ) hh NN −1 , and 
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It is observed from (4.54) that if  hhi MM = , then  ( ) ( )asppswruaswru VV  ˆˆ = . Further 

(106) 
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putting 
h
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p =  in PPS is equal to 

hN

1
, which 

is the probability in the stratified PPS with the equal Probability two-stage sampling. 

 

 

5. Numerical Study  

We have evaluated and compared the suggested estimation methods with those of 

Singh and Suman (2019) estimators. 

5.1 Comparison of the suggested procedure with Singh and Suman (2019) 

estimators  

In this section we present Singh and Suman (2019) estimators under two-stage 

sampling and stratified two-stage sampling schemes, where first-stage samples are 

selected from the clustered population using probability proportional to size with 

replacement (PPSWR) sampling scheme. 

(a) When the proportion of persons having the unrelated rare attribute is known 

under two-stage sampling scheme: 
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The Variance of 
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From (12) and (109) we have 
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 It follows that the proposed estimator appswr̂  is better than the 
)1(ˆ

appswr . 

 

5.2 When the proportion of persons having the unrelated rare attribute is 

unknown under two-stage sampling design: 
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The variance of 
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5.3 When the proportion of persons having the unrelated rare attribute is 

known under two-stage sampling design: 
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5.4 When the proportion of persons having the unrelated rare attribute is 

unknown under stratified two-stage sampling design: 
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The percent relative efficiencies (PRE’s) of the proposed estimators appswr̂ , appswru̂ , 

asppswr̂  and asppswru̂  with respect to Singh and Suman (2019) estimators 
)1(ˆ

appswr , 

)1(ˆ
appswru  , 

)1(ˆ
asppswr and 

)1(ˆ
asppswru  are respectively defined by  
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To carry out the numerical comparison under two stage sampling design, we 

consider a population of five clusters (N=5) with sizes 

( )4000,3000,2000,2000,1000=iM  for .5,4,3,2,1=i Two clusters (n=2) are selected 

using the PPSWR sampling scheme depending on the cluster sizes as 
0M

M
p i

i = , 

where 12000
5

1

0 ==
=i

iMM  [see, Lee et al (2013)]. It is assumed that  

(a) 154321 ===== yyyyy   for the rare unrelated attribute, 

(b) the values of iii UandPP 21 ,  are same in all clusters; 11 PP i = ,  
( )

3

1 1
22

P
PP i

−
==

, ( ) ( )
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3

12
11 1

213213

P
PPPPPP iii

−
=−−==−−= , [see Nargis and Shabbir 

(2019)], UU i =  for .5,4,3,2,1=i  

(c) the total number of cards, 100== kki , .5,4,3,2,1=i  in a deck for each cluster. 
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In the stratified PPS, a population is stratified into two strata (h=2), and there are two 

clusters 21 =N  with sizes )2000,1000(1 =iM  for 2,1=i  in stratum 1, and three 

clusters 32 =N with sizes )4000,3000,2000(2 =iM  for 3,2,1=i  in stratum 2. We 

select a cluster from each stratum ( )121 == nn . In both procedures, we suppose that 

the samples in each cluster are drawn with 10% and the parameters for the rare 

unrelated attribute which was assumed to be known are equal to 1.  

We have taken 120000 =M  and ihihhihihi UandUPPP 21321 ,,,  are equal for all 

clusters and strata  
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Findings are shown in Tables 1 to 4. 

 

Table 1. PRE’s of the estimator appswr̂  with respect to the estimator 
( )1ˆ
appswr  for 

5,4,3,2,1;1 == iiy  and 100=k  . 

 

 

 

 

 

U 

Mean total number of persons 

possessing the rare sensitive attribute 

A 

1P  

2P  

3P  

 

0.1 

0.3 

0.6 

0.2 

0.267 

0.533 

0.4 

0.2 

0.4 

0.6 

0.133 

0.267 

0.8 

0.067 

0.133 

a1  a2  a3  a4  a5  a         PRE ( 1e= ) 

0.01 1 1 1 1 1 1 629.18 259.94 138.31 111.01 102.11 

1 1 1 1 2 123.61 105.75 100.98 100.22 100.04 

1 1 1 2 1 131 107.57 101.3 100.29 100.05 

1 1 2 1 1 145.09 111.08 101.91 100.43 100.07 

1 2 1 1 1 145.09 111.08 101.91 100.43 100.07 

2 1 1 1 1 182.71 120.67 103.64 100.83 100.13 

0.05 1 1 1 1 1 1 480.49 235.3 135.14 110.36 102.01 

1 1 1 1 2 115.96 104.64 100.88 100.21 100.03 

1 1 1 2 1 120.98 106.11 101.16 100.27 100.04 

1 1 2 1 1 130.57 108.96 101.71 100.4 100.07 

1 2 1 1 1 130.57 108.96 101.71 100.4 100.07 

2 1 1 1 1 156.36 116.76 103.26 100.77 100.13 

0.1 1 1 1 1 1 1 368.79 211.1 131.53 109.58 101.88 

1 1 1 1 2 110.47 103.6 100.76 100.19 100.03 

1 1 1 2 1 113.77 104.74 101.01 100.25 100.04 

1 1 2 1 1 120.11 106.96 101.49 100.37 100.06 

1 2 1 1 1 120.11 106.96 101.49 100.37 100.06 
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2 1 1 1 1 137.28 113.07 102.84 100.7 100.12 

0.3 1 1 1 1 1 1 195.24 154.55 120.04 106.79 101.42 

1 1 1 1 2 102.83 101.43 100.43 100.12 100.02 

1 1 1 2 1 103.73 101.89 100.57 100.16 100.03 

1 1 2 1 1 105.49 102.79 100.84 100.24 100.05 

1 2 1 1 1 105.49 102.79 100.84 100.24 100.05 

2 1 1 1 1 110.35 105.29 101.6 100.47 100.09 

0.5 1 1 1 1 1 1 141.21 127.45 111.95 104.44 100.98 

1 1 1 1 2 100.97 100.6 100.23 100.08 100.02 

1 1 1 2 1 101.28 100.79 100.3 100.1 100.02 

1 1 2 1 1 101.89 101.17 100.45 100.15 100.03 

1 2 1 1 1 101.89 101.17 100.45 100.15 100.03 

2 1 1 1 1 103.61 102.24 100.86 100.29 100.06 

 

Table 2. PRE’s of the estimator appswru̂  with respect to the estimator 
( )1ˆ
appswru  for 

5,4,3,2,1;1 == iiy  and 100=k  

 

 

 

 

 

1U  

 

 

 

 

 

2U  

Mean total number of persons 

possessing the rare sensitive 

attribute A 

 

1P  

2P  

3P  

1Q
 

1Q
 

1Q
 

 

0.1 

0.3 

0.6 

0.1 

0.3 

0.6 

0.1 

0.3 

0.6 

0.3 

0.233 

0.466 

0.2 

0.267 

0.533 

0.1 

0.3 

0.6 

0.2 

0.267 

0.533 

0.3 

0.233 

0.466 

0.4 

0.2 

0.4 

0.1 

0.3 

0.6 

0.4 

0.2 

0.4 

0.3 

0.233 

0.466 

a1  a2  a3  a4  a5  a                             PRE ( 2e= ) 

0.6 0.2 1 1 1 1 1 1 109.61 132.4 107.11 118.6 103.98 107.61 

1 1 1 1 2 100.38 102.86 100.22 100.93 100.09 100.2 

1 1 1 2 1 100.5 103.71 100.29 101.22 100.12 100.26 

1 1 2 1 1 100.73 105.28 100.43 101.78 100.17 100.39 

1 2 1 1 1 100.73 105.28 100.43 101.78 100.17 100.39 

2 1 1 1 1 101.35 109.12 100.81 103.26 100.34 100.74 

0.8 1 1 1 1 1 106.88 110.8 105.28 107.77 102.85 103.76 

1 1 1 1 2 100.14 100.24 100.1 100.16 100.05 100.07 

1 1 1 2 1 100.18 100.32 100.13 100.21 100.07 100.09 

1 1 2 1 1 100.27 100.47 100.2 100.31 100.1 100.13 

1 2 1 1 1 100.27 100.47 100.2 100.31 100.1 100.13 

2 1 1 1 1 100.52 110.8 100.38 100.59 100.19 100.25 

0.6 0.4 1 1 1 1 1  

 

 

 

 

 

1 

114.83 277.49 110.12 131.39 105.28 110.56 

1 1 1 1 2 101.12 221.1 100.47 104.93 100.14 100.38 

1 1 1 2 1 101.46 232.12 100.62 106.26 100.18 100.5 

1 1 2 1 1 102.1 245.34 100.9 108.59 100.27 100.73 

1 2 1 1 1 102.1 245.34 100.9 108.59 100.27 100.73 

2 1 1 1 1 103.7 261.49 101.67 113.64 100.51 101.37 

0.8 1 1 1 1 1 108.85 115.2 106.57 110.43 103.34 104.65 

1 1 1 1 2 100.19 100.41 100.13 100.24 100.06 100.09 

1 1 1 2 1 100.26 100.54 100.17 100.31 100.08 100.11 

1 1 2 1 1 100.38 100.8 100.26 100.46 100.12 100.17 

1 2 1 1 1 100.38 100.8 100.26 100.46 100.12 100.17 

2 1 1 1 1 100.73 101.52 100.5 100.89 100.22 100.32 
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0.6  

 

 

 

 

 

0.7 

1 1 1 1 1  

 

 

 

 

 

1 

121.72 110.51 142.4 114.4 104.39 146.88 

1 1 1 1 2 102.27 100.35 114.08 100.65 100.6 120.6 

1 1 1 2 1 102.93 100.46 116.99 100.85 100.77 124.12 

1 1 2 1 1 104.14 100.68 121.43 101.25 101.09 129.08 

1 2 1 1 1 104.14 100.68 121.43 101.25 101.09 129.08 

2 1 1 1 1 107.04 101.29 129 102.31 101.84 136.62 

0.8 1 1 1 1 1 121.07 186.13 114.46 130.07 106.17 110.59 

1 1 1 1 2 101.07 147.55 100.47 103.01 100.13 100.28 

1 1 1 2 1 101.4 153.89 100.62 103.89 100.17 100.37 

1 1 2 1 1 102.04 162.17 100.91 105.5 100.25 100.54 

1 2 1 1 1 102.04 162.17 100.91 105.5 100.25 100.54 

2 1 1 1 1 103.73 173.48 101.72 109.39 100.48 101.03 

 

Table 3. PRE’s of the estimator asppswr̂  with respect to the estimator 
( )1ˆ
asppswr  for 

5,4,3,2,1;1 == iiy  and 100=k . 
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Mean total number of persons 

possessing the rare sensitive attribute 

A 

 

1P  

2P  

3P  

 

0.1 

0.3 

0.6 

0.2 

0.267 

0.533 

0.4 

0.2 

0.4 

0.6 

0.133 

0.267 

0.8 

0.067 

0.133 

a1  a2  a3  a4  a5  a                  PRE ( 3e= ) 

0.01 1 1 1 1 1 1 629.18 259.94 138.31 111.01 102.11 

1 1 1 1 2 126.48 106.44 101.1 100.25 100.04 

1 1 1 2 1 134.7 108.47 101.45 100.33 100.05 

1 1 2 1 1 150.31 112.36 102.13 100.48 100.08 

1 2 1 1 1 139.08 109.62 101.67 100.38 100.06 

2 1 1 1 1 172.44 118.09 103.19 100.73 100.12 

0.05 1 1 1 1 1 1 480.49 235.3 135.14 110.36 102.01 

1 1 1 1 2 117.9 105.2 100.98 100.23 100.04 

1 1 1 2 1 123.48 106.84 101.29 100.3 100.05 

1 1 2 1 1 134.11 109.99 101.91 100.45 100.07 

1 2 1 1 1 126.5 107.78 101.49 100.35 100.06 

2 1 1 1 1 149.34 114.67 102.85 100.68 100.11 

0.1 1 1 1 1 1 1 368.79 211.1 131.53 109.58 101.88 

1 1 1 1 2 111.73 104.03 100.85 100.21 100.03 

1 1 1 2 1 115.41 105.3 101.12 100.28 100.05 

1 1 2 1 1 122.44 107.76 101.66 100.41 100.07 

1 2 1 1 1 117.44 106.05 101.29 100.32 100.05 

2 1 1 1 1 132.63 111.44 102.48 100.62 100.1 

0.3 1 1 1 1 1 1 195.24 154.54 120.04 106.79 101.42 

1 1 1 1 2 103.16 101.6 100.48 100.14 100.03 

1 1 1 2 1 104.17 102.11 100.63 100.18 100.03 

1 1 2 1 1 106.12 103.1 100.93 100.27 100.05 

1 2 1 1 1 104.77 102.42 100.73 100.21 100.04 

2 1 1 1 1 109.06 104.63 101.41 100.41 100.08 

0.5 1 1 1 1 1 1 141.21 127.45 111.95 104.44 100.98 

1 1 1 1 2 101.08 100.67 100.25 100.08 100.02 
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1 1 1 2 1 101.43 100.88 100.33 100.11 100.02 

1 1 2 1 1 102.11 101.3 100.5 100.17 100.03 

1 2 1 1 1 101.65 101.02 100.39 100.13 100.03 

2 1 1 1 1 103.16 101.96 100.75 100.25 100.05 

 

Table 4. PRE’s of the estimator asppswru̂  with respect to the estimator 
( )1ˆ
asppswru  for 

5,4,3,2,1;1 == iiy  and 100=k  . 

 

 

 

 

 

1U  

 

 

 

 

 

2U  

Mean total number of persons 

possessing the rare sensitive 

attribute A 

 

1P  

2P  

3P  

1Q
 

1Q
 

1Q
 

 

0.1 

0.3 

0.6 

0.1 

0.3 

0.6 

0.1 

0.3 

0.6 

0.3 

0.233 

0.466 

0.2 

0.267 

0.533 

0.1 

0.3 

0.6 

0.2 

0.267 

0.533 

0.3 

0.233 

0.466 

0.4 

0.2 

0.4 

0.1 

0.3 

0.6 

0.4 

0.2 

0.4 

0.3 

0.233 

0.466 

a1  a2  a3  a4  a5  a                             PRE ( 4e= ) 

0.6 0.2 1 1 1 1 1 1 109.61 132.4 107.11 118.6 103.98 107.61 

1 1 1 1 2 100.61 104.57 100.36 101.51 100.14 100.32 

1 1 1 2 1 100.8 105.82 100.47 101.96 100.19 100.42 

1 1 2 1 1 101.15 108.02 100.68 102.8 100.28 100.62 

1 2 1 1 1 100.5 103.66 100.29 101.21 100.12 100.26 

2 1 1 1 1 100.95 106.61 100.57 102.29 100.23 100.51 

0.8 1 1 1 1 1 106.88 110.8 105.28 107.77 102.85 103.76 

1 1 1 1 2 100.33 100.57 100.24 100.37 100.12 100.16 

1 1 1 2 1 100.43 100.75 100.31 100.49 100.15 100.21 

1 1 2 1 1 100.62 101.09 100.45 100.71 100.22 100.3 

1 2 1 1 1 100.16 100.28 100.12 100.18 100.06 100.08 

2 1 1 1 1 100.32 100.55 100.23 100.36 100.11 100.15 

0.6 0.4 1 1 1 1 1  

 

 

 

 

 

1 

114.83 277.49 110.12 131.39 105.28 110.56 

1 1 1 1 2 101.78 239.51 100.75 107.5 100.22 100.61 

1 1 1 2 1 102.29 247.81 100.98 109.28 100.29 100.8 

1 1 2 1 1 103.19 257.16 101.41 112.18 100.42 101.16 

1 2 1 1 1 101.47 232.15 100.63 106.23 100.18 100.5 

2 1 1 1 1 102.69 253.85 101.19 110.54 100.36 100.96 

0.8 1 1 1 1 1 108.85 115.2 106.57 110.43 103.34 104.65 

1 1 1 1 2 100.46 100.97 100.31 100.56 100.14 100.2 

1 1 1 2 1 100.6 101.27 100.41 100.74 100.18 100.27 

1 1 2 1 1 100.87 101.82 100.6 101.07 100.27 100.39 

1 2 1 1 1 100.23 100.48 100.16 100.28 100.07 100.1 

2 1 1 1 1 100.45 100.93 100.31 100.54 100.14 100.2 

0.6  

 

 

 

 

 

0.7 

1 1 1 1 1  

 

 

 

 

 

1 

121.72 110.51 142.4 114.4 104.39 146.88 

1 1 1 1 2 103.54 100.57 119.33 101.05 100.85 126.71 

1 1 1 2 1 104.49 100.75 122.47 101.36 101.08 130.07 

1 1 2 1 1 106.12 101.08 126.83 101.96 101.47 134.41 

1 2 1 1 1 102.95 100.47 117.03 100.86 100.86 124.24 

2 1 1 1 1 105.26 100.9 124.9 101.63 101.52 132.84 

0.8 1 1 1 1 1 121.07 186.13 114.46 130.07 106.17 110.59 

1 1 1 1 2 102.43 165.09 101.1 106.46 100.3 100.65 
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1 1 1 2 1 103.12 169.55 101.43 108.05 100.39 100.85 

1 1 2 1 1 104.37 174.67 102.04 110.69 100.57 101.22 

1 2 1 1 1 101.26 151.58 100.56 103.5 100.15 100.33 

2 1 1 1 1 102.39 166.29 101.08 106.34 100.3 100.64 

 

Tables 1 and 3 demonstrate the PREs of the estimators appswr̂  and appswru̂  under 

two-stage sampling scheme for the known and unknown unrelated rare attribute. 

Tables 2 and 4 demonstrate the PREs of the estimators asppswr̂  and asppswru̂  under 

two-stage stratified sampling scheme for the known and unknown unrelated rare 

attribute. 

It is observed from Tables 1-4 that the PRE’s exceed 100% for all chosen parametric 

values which indicates that proposed model and estimation procedures perform 

better than the Singh and Suman (2019) RRT model. 

It is further observed from Tables 1 and 3 that the value of PREs increase for 

decreasing value of U with considerable gain in efficiency for smaller values of U.  

From Tables 1 and 3, it is clearly seen that there is higher PRE’s for smaller values 

of sPi ' for different sets of mean total number of persons possessing the rare 

sensitive attribute A i.e. ia . 

Tables 2 and 4 exhibit that there is gain in PREs for smaller values of both sPhi '  and 

sQhi ' . It is also observed that we get higher PREs when the value of sPhi '  is smaller 

than sQhi ' . Thus if sPhi ' < sQhi ' , the proposed estimators 
( )1ˆ
appswru  and 

( )1ˆ
asppswru  

perform better than the appswru̂  and asppswru̂  respectively.  

 

6. Conclusion 

In this paper we have proposed alternative estimation procedures to estimate the 

mean number of persons having a rare sensitive attribute under a Poisson distribution 

using two-stage and stratified two-stage sampling schemes. Probability proportional 

to size sampling scheme has been used to drawn  the first-stage units and simple 

random sampling with replacement is used to select the second-stage units. We have 

obtained the variances of the suggested estimators and their estimates, if the 

parameter of the unrelated non-sensitive attribute is either known or unknown. It is 

proved that the estimators using Narjis and Shabbir (2020) randomized response 

model under two stage and stratified two stage sampling schemes are advantageous 

in terms of PRE’s when compared with Singh and Suman (2019). With theoretical 

and empirical results associated with proposed estimators we also observed that in 

proposed estimation procedures design parameters play important roles in increasing 
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or decreasing the efficiency. Thus, the envisaged two-stage unrelated question RRT 

is therefore recommended to the survey practitioners for its use in practice. 
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