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This paper introduces new classes of exponential ratio estimators for population
mean and derives expressions for their biases and mean square errors (MSES) under
the large sample approximation. Asymptotic optimum estimator and its approximate
MSE are derived for each class of estimators. Their properties are studied and some
special members of their families are identified. Analytically, the proposed classes of
estimators have been shown to have equal optimal efficiency under certain
prescribed conditions. It is observed that the proposed classes of estimators fare
better than the regression estimator and all the modified existing estimators under
review with appreciable efficiency gains.

Keywords: asymptotic optimum estimator, auxiliary variable, large sample
approximation, optimality conditions, stratified random sampling.

1. Introduction

In sample surveys the scientific technique for selecting a sample is that of selecting a
probability sample that is usually based upon a stratification of the population. It is
well known that stratification is one of the design tools that give increased precision.
It is noted that the regression estimator of mean is the most efficient estimator. The
ratio (and product) estimator of mean is equally good if the regression line is a
straight line and passes through the origin. However in most practical situations the
regression line does not pass through the origin.

To address this problem, most survey statisticians have carried out researches
towards the modification of the existing ratio and product estimators to provide
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better alternatives and improve their precision. In the progression for improving the
performance of the ratio (and product) estimators, authors have of recent proposed
various improved ratio and product estimators in sample surveys. Notably among
them include: Khoshnevisan et al. [21]; Singh and Vishwakarma [26], Chaudhary et
al. [2], Koyuncu and Kadilar [22], Vishwakarma et al. [31], Tailor et al. [30], Malik
and Singh [23], Tailor [29], Khare and Sinha [19], Sharma et al. [24], Khare et al.
[20], Singh and Audu [27], Clement and Enang [8], [9],, Clement [3], [4], [5], [6],
[7], Clement and Inyang [10], [11], Clement et al [12], Enang and Clement [15],
Clement and Etukudoh [13], and Inyang and Clement [17].

Keeping this in view, this paper introduces new classes of exponential ratio
estimators for population mean that have equal optimal efficiency under certain
prescribed conditions and as well fare better than the regression estimator.

2. Definitions and Basic Notations

Consider a finite population U = (U, U, ..., Uy) of size (N). Let (X) and (Y) denote
the auxiliary and study variables taking values X; and Y; respectively on the i-th unit
U;(i=1,2,...,N) of the population.

Let the population be divided into H strata with N, units in the hth stratum from
which a simple random sample of size n;, is taken without replacement. The total
population size be N = Y¥_, N, and the sample size n = ¥4_, ny,, respectively.
Associated with the ith element of the hth stratum are y;,; and x;; with x;,; > 0
being the covariate; where y,; is the y value of the ith element in stratum h, and x;
is the x value of the ith element in stratum h, h = 1,2,...,Hand i = 1,2, ..., N,. For
the hth stratum, let W, = N, /N be the stratum weights and f;, = n; /N, , the sample
fraction.

Let the hth sample stratum means of the study variable Y and auxiliary variable X
(Fh =2 yni/mn s X = Xt xpi/ny)  be  the unbiased estimators of the
population stratum means (¥, = %, yni/N ; X = XM x,:/Ny) of Y and X
respectively, based on n;, observations.

Let _')_/h = Yh (1 + ehy), fh = }?h (1 + ehx) SO thatE(ehx) = E(ehy) =
0, E(elex) = Yth%x’ E(eizly) = Vth%y’ E(ehxehy) = thhxychxchy

where

1-f, 1 1 SZ, SE Cy,
= = — — — ;Cz = —= ;Cz :—_y;K = —y;
Yn ( n, ) ( ) hx X2 hy 7 h = Phxy Crx

_ Sh . 2 1 N = . 2 1
= Shy = 2l Gen — Xn)?; Shy—,\,h_1

Np R 7AY)
phxy _thshy' hx Np-1 Zi:;[(yhl Yh) and
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Np
1 _ _
Shxy = mzl(xhi — Xn) Yni — Yn)
=

3. Proposed Estimator 1

The first suggested estimator is defined as:

Ty = Doy Wi (P + an (X, — Xp)explon (X — %)/ (Xn + %)} 1)

Where ¢@p, Ay, , @y, are suitably chosen scalars such that A, > 0; —o0 < @, < ©
and —oo < @ <

Expressing (1) in terms of the e’s gives
H H 1
— — e e -
T, = Z wip Y, (1 + ehy) - Z Wp Xy apexp [— qohz hx (1 + %) ]
h=1 h=1

-1
Now, it is assumed that |es,| < 1;len] <1 so that expanding (1+ezﬂ) and

-1
exp%(l + %ehx) as a series in power of e,,, multiplying out and retaining
terms of the e's to the second degree, gives

H
T = Wth /1h(1 + ehy)

h=1
C = Pren €hx € Phen
—ZWhXhah 1-— al 1__x+£+ h-hx
2 8
h=1

So that to first order approximation

— — 1
(t, = Y) = Zf_ wp ¥y {Ah(l +epy) — S an(2eny — Pnehy) — 1} (2)

° _
wher 7 = H_ 7 )? = H— X n = ZhLWh)_(h
ere Y= WpYh, Yh=1WnXp and @ TH whPh

The Bias of 7, is obtained from (2) as follows:

B(r) = E(r; = V) = Zi_y wi i { = 1)+ anpon G } 3)

Its Mean Square Error is obtained by Taylor’s series approximation as:

H
_ _ 1 2
MSE(ty) = E(t; - Y)? = Z wiYZ E [Ah(l + eny) — E“h‘/’(zehx — Ppefy) — 1]
h=1
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H
MSE(r,) = ) wilR E{(hy — 1) + Ahe?,
h=1
- 2/1hahl/)ehyehx+ah¢€f21x[(/1h — Doy + Olhl/’]}

H
MSE(t,) = Z w2 {(An — D? + AynCh, — 224 an 0¥ nPhxyChyChx
h=1

+H(Ap — Dpp + applanPynCiy} 4
3.1  Conditions for optimal efficiency of estimator 1

This section establishes the optimality conditions under which the suggested
OMSE(t,) _ OMSE(tq) _ OMSE(tq)

estimator 1 attains its optimal efficiency. Let set . Ban o 0;
so that

An@nynCiy = anhynCry )
anP¥nCiy = AWW*YnPnxyCnyCnx (6)
anPnPynCiy = 2[1 - Ah(l + VhCi%y) + “hll’]’hphxychychx] (7)

Following from [(5), (6), (7)], the suggested estimator 1 attains its optimal efficiency
when the optimal values of 4, , a;, and ¢;, are respectively:

Ah,opt = 1 (8)

Anopt = YKy )
_ —ZCﬁy(l—p}ley)

Phopt = o (10)

Substituting the values of Ap, o , Ap ope AND @ ope IN [(8), (9), (10)] for 4, , @y, and
@pin (1); an asymptotically optimum exponential ratio estimator (AOE) for
population mean (Y) in stratified random sampling is obtained as:

H
T1,0pt = Z Wp {Ah,opt:)_/h + ah,opt()?h - fh)exP [Qoh,opt()?h - fh)/()?h + fh)]}
h=1

(11)

Similarly, substituting the values of 4, ¢, @p ope @Nd @p e In [(8), (9), (10)] for
An ,ap and @gin (4); gives the MSE of the asymptotically optimum exponential ratio
estimator (AOE) ty,5p: (Or minimum MSE of 7,) as:

MSE(Tl,opt) = Zlf-llzl Wi%Yhzthi%y(l - pizlxy) (12)
= min. MSE(7,)
Following from the above, the following theorem is established.
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Theorem 1
Given

Ty = ) Wy {Apyn + an(Xy — %p)explon (X — %)/ Xy + %)}

H
h=1
suchthatA, > 0;—c < @, <o and;—oo < qp < o,

Then, to the first degree of approximation

MSE (Ty1,0p¢) < MSE(7,)
with strict equality holding if ¢, = [-2C2,(1 = phry)/PrxyChyChxls A = 1, ap =
[2:63

where Kh = phxyChy/Chx ; MSE(Tl,opt) = Zlg:l WPZLYhZVth%y(l - plexy)r

MSE(t;) = X wi V2 {(n — D* + A%thf_%y = 2 an Y nPrxy Cry Cra+[(An —
Dop + aplagynCiyyand ¢ = [ wip Xy /2, wi 1],

3.2  Properties of estimator 1

This section studies the properties of the proposed estimator 1 and identifies some
special members of its family and derives their mean square errors (MSES) under
certain prescribed conditions.

Q) Property 1
When 4, =1,a, =1 and ¢, = 1, then the proposed estimator 1 reduces to

T11 = Dhet Wa T + (X — X exp[ (X, — %)/ Xy + %)} (13)
with MSE given as
MSE(t4,1) = ZI=1 szlyhzyh[cf%y - lpC}%x(ZKh - 111)] (14)

(i) Property 2
When 1, =1,a, =1 and ¢, = 2; then the proposed estimator 1 reduces to

T12 = Dpet Wh (T + (X — Xp)exp[2(X, — %)/ Xy + %)} (15)
with MSE given as
MSE (1) = Xii= szlyhzyh[ci%y —YCE. (2K, — Y] (16)

(ili)  Property 3
When 1, =1,a, =1 and @, = @; then the proposed estimator 1 reduces to

T3 = Nhe1 Wh 0 + (X — Xp)exployn Xy, — %)/ (Xn + %)]1} (17)
with MSE given as
MSE(t,3) = ZZI=1 szl)_/hzyh[cl%y - lpCf%x(ZKh - ¢)] (18)
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Remark 1: Following from properties [1-3], it is deduced that irrespective of the
values of ¢, whenever A, = a;, = 1; the resulting family members of the proposed
estimator 1 have the same MSE given by MSE(ty.) = Y-, wi¥iys[CE, —
YCi 2Kn — P)].

(iv). Property 4

When 1, =1,a, =0 and¢g, = 1; the proposed estimator 1 reduces to the usual
unbiased stratified random sampling estimator given as:

T14 = Dhe1 Wnin 19)
with MSE given as
MSE(t1,4) = If-LI=1 WfZLYhZVth%y (20)

Remark 2: It is observed from investigation that irrespective of the values of ¢,
whenever 4, = 1, a, = 0; the resulting family member of the proposed estimator 1
is always the unbiased stratified random sampling estimator of population mean
given in (19).

(V) Property 5

When A, = A, ,a, = ap, and ¢, = 0. The proposed estimator 1 reduces to

Ty5 = AnYse + ah()? — Xg¢) (21)
where ¥ = X1y Wpyn; Xse = Dhoy Wn¥n; X = X, wiX),

with MSE given as

MSE(T1,5) = Y= Wiy {(Ah - 1)%+ Aiyhcﬁy = 20 Ap Y hPhxy Chy Cnx +

ARV hCh) @)
(vi). Property 6

When 1, =1,a, = a, and ¢, = 0. The proposed estimator 1 reduces to

Ty6 = Vse + an(X — Xst) (23)
with MSE given as
MSE (T1,6) = Xhea Wi Vi2vn {Chy — 203 WPy Chy Crx + @ p?Ci} (24)

(vii)  Property 7

When 4, = A, ,a, =1 and ¢, = 0. The proposed estimator 1 reduces to

Ty,7 = AnYst + (X — Xgt) (25)
where ¥ = X Wpin; Xse = Dhos Wik X = Xhoq wiXp

with MSE given as

MSE (t1,7) = Zioy w2 {(An — D? + A3¥nCE, — 220 YnPhyCryChx +
P2 YrChy} (26)
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(viii) Property 8

When A, =1,a, =1 and ¢, = 0. The proposed estimator 1 reduces to

Tig = Vs + (X — Xg) (27)
where Vo = S WiV s Xor = Doy Wik X = Xio wiXp

with MSE given as

MSE(116) = SH_y wEV2 v {CE, + W2CR — 2UPpay ChyCrr} (28)
(ix)  Property 9

When 4, = 1,a, = apep: and ¢, = 0. The proposed estimator 1 reduces to

T19 = Vst T ah,opt()? - fst) (29)
with MSE given as
MSE(T1,9) = If-LI=1 WFZLYhZVhCi%y(l - pfztxy) (30)

Remark 3: It should be noted from properties [5-9] that irrespective of the values of,
An and ap; whenever ¢, = 0; the resulting family members of the proposed
estimator 1 are always the stratified regression-type estimators of population mean
with varying mean square errors (MSEs). Again, it should be noted here that (30)
gives the same expression as the minimum variance of the stratified regression
estimator of population mean given by:

yst,Reg =Yst + b()? - fst) (31)

where b is the sample regression coefficient Cochran [14]. Therefore, when ¢, = 0,
An = 1; and ay, is optimal, the proposed estimatorl has the same efficiency as the
usual stratified regression estimator of mean.

(x) Property 10

When A = Apope » @n = A opt and @, = @pope. The proposed estimator 1
reduces to

T110 = 2i=1 Wh {AnoptVn + A ope Xn — Xn)exp|@n ope (Xn — %1)/ (Xn + %,)]}(32)
with MSE given as:

MSE (t1,10) = =y WiV2ynCEy (1 — piyy) (33)

4. Proposed Estimator 2

The second suggested estimator is given by:

T, = Zﬁzl WiVh {19h —$n (%)Vh exp [M } (34)

(Xn+Xn)
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Where &,,9, and v, are suitably chosen scalars such that &, and 9, satisfies the
condition 9, =1+¢&, ; —0 <& <

Expressing (34) in terms of the e's gives

H
_ one 1 -1
T, = z wpYy (1 + ehy) {19h —&n(1 + epy)Vrexp hzhx (1 + Eehx) }
h=1

Now, it is assumed that|en,| <1, |en,| <1 so that expanding (1 + ep,)"",
-1 -1
(1 + %ehx) and exp@(l + %ehx) as a series in power of ey,, multiplying

out and retaining terms of the e's to the second degree gives

. &n,2vy, + 6)e 2vy, + 8, — 2)e?
T, = z Wth [1 _ Sh\&Vp h)€hx £.(2vy, + 5,) h h hx
h=1

2 8

— & Q2vy + Sp)epxeny + ehyl

So that

H

= = $n(2vy + 1) (2vy, + 6, — 2)ejy

Ty — Y = Wth —f €hx + 4 + ehxehy

h=1

+ ehyl
Therefore, the Bias of estimator 2 is given as:
= = (2ap+6y) ((2ap+6p—2)+4K

B(t2) = E(ty — V) Bii_y wy Ty yaCh, | - 220000 (Benton=Dein) | (35)

Its Mean Square Error is obtained by Taylor’s series approximation as:

H 2
. $n(2vy + 61) (2vp + 8y — 2)ejy
Z Wth ——2 €hyx + 4 + ehxehy
h=1

2

MSE(t,) = E

+ ehyl

H
MSE(r) = ) wiTiy, {Cﬁy
h=1

_Eh (2vy + 6)
+ — [€n(2v + 81)CE: — 4Phxy ChxCry]
= EnQRVp+8n)phs
MSE(E,) = Ty wiTiyaCy {1 + L2822 g, 2w, +6,) — 4K,]) (36)
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4.1  Conditions for optimal efficiency of estimator 2

This section establishes the optimality conditions under which the suggested
estimator 2 attains its optimal efficiency.

OMSE(T3)

Let set (vy, 6,) = (1,1) and 3%, so that
2K},
&=(3")
= S(h,opt (Say) (37)

Substituting the value of & ., in (37) for &, in (34), an asymptotically optimum
exponential ratio estimator (AOE) for population mean (¥) in stratified random
sampling is obtained as:

_ 2Ky (X (Xn—Xn)
TZ,Opt = 2;{:1 Whyh { - Th (;_:) exp [(;Z+XZ) } (38)
Similarly, substituting the value of & ,,,. in (37) for &, in (36), gives the MSE of the
asymptotically optimum exponential ratio estimator (AOE) T o, (Or minimum MSE

of t,) as:

MSE (T2,0p0) = Zhi=s Wi Vi VnChy (1 = Phay) (39)
Alternatively:

OMSE(t;) _ OMSE(t;) _ OMSE(t,)

Let set — 5 o a5, 0; so that

En(2vi + 8)Piixy = 22V + 81) Py (40)
Zfﬁvhpixy = Zthhszzxy - fr215hpf21xy (41)
€f215hpf21xy = ZthhPrzlxy - Zfrzlvhplexy (42)

Following from [(40), (41), (42)], the suggested estimator 2 attains its optimal
efficiency when the optimal values of &, , v, and &, are respectively:

$n = (ZViI-(l-h(Sh)
=Snopt  (sAy) (43)
v, = (ZKhz‘;jhfh)
= Vhopt (say) (44)
2[Kp — vpén]
$h
= Opopt (say) (49)

6h:

10
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Remark 4: It should be noted here that the proposed estimator 2 would attain its
optimal efficiency with minimum MSE given as:

H
MSE(TZ,opt) = szl)_/hzyhcf%y(l - pfzzxy)
h=1
when either of the following optimality conditions is satisfied:
. 2K
(l) Vhopt = Vhy6h,opt =6y, and fh,opt = (th+h6h)
.. 2[Kp—vhénl
(“) Vhopt = Vh, fh,opt =¢n and 6h,opt = %
2Kp+6pé
(“l) 6h,opt = Op, Eh,opt =¢p and Vh,opt = (%)

Following from the above discussion, theorem 2 is established as follows:

Theorem 2
Given
H _ vy, _ 5
T, = Z Wh¥h {19h —¢n ({—h) exp M }
= X (Xn + Xp)
suchthaty, =1+¢&, ; —0 <& <00, —0<§, <o and—oo <v, <

Then, to the first degree of approximation
MSE (T2,0pt) < MSE(73)

with strict equality holding if any of the following conditions is satisfied:

. 2Kp

(i) Vh,opt = Vhs 6h,opt = 6, and Eh,opt = (th+5h)

. 2[Kp—vpénl

(i) Vh,opt = Vhs Eh,opt =&, and 6h,opt = T

2Kp+8rén

(iii) 6h,opt = 6y, Eh,opt =&, and Vh,opt = (T)

where Kh = phxyChy/Chx ; MSE(TZ,opt) = 21:1 W}%Yhzyhcﬁy(l - p}zlxy)' and

$n vy, + 5h)Pi21xy
4K?

H
MSE(z;) = Z wi YivnCry {1 + [$n(2vy + 61) — 4Kh]}
n=1

4.2 Properties of estimator 2

This section studies the properties of the proposed estimator 2 and identifies some
special members of its family and derives their mean square errors (MSES) under
certain prescribed conditions.

11
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Q) Property 1

Whend, =1,¢é, =0, v, =v, and§, = &, . The proposed estimator 2 reduces to
the well-known unbiased stratified random sampling estimator given as:

T21 = Zg=1 WiVh (46)
with MSE given as
MSE(7;,) = Yhe1Wp Yhzyhci%y (47)

Remark 5: It should be noted here that irrespective of the values of v, and &y,
wheneverJ, =1 and ¢, = 0; the resulting family member of the proposed
estimator 2 is always the unbiased stratified random sampling estimator of
population mean given in (46).

(i) Property 2

Whend9, =0,&, =-1,v, =0 andd, = —1 . The proposed estimator 2 reduces

to the Bahl and Tuteja [1] exponential ratio-type estimator in stratified random
sampling given as:

_ (Xn—%1n)
Ty2 = Zﬁ=1 WpYn €Xp [(X—:T;Z) (48)

with MSE given as:
— sz
MSE(y,) = Thy Wil By + 2 (1 - 4K,)] (49)

(iii)  Property 3

Whend9, =0,¢&, =—-1, vy, = —v, and§, = 0. The proposed estimator 2 reduces
to

T23 = Zh=1 Wi (i—:)% (50)
with MSE given as

MSE(t,3) = XH_a wa¥iyn [CRy + viCE (v, — 2K3)] (51)
(iv)  Property 4

Whend9, =0,¢&, =—-1,v, = —2 and 6, = 0. The proposed estimator 2 reduces to

the Kadilar and Cingi [18] chain ratio-type estimator in stratified random sampling
given as:

2
_ (X
T4 = T wan (3) (52)
with MSE given as

MSE (T3,4) = XHoy wi¥iyy [CE, + 4CE, (1 + K] (53)

12
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(V) Property 5

Whend9, =0,&,=-1, v, =—-v, andd, = —6,. The proposed estimator 2
reduces to

T2,5 = Zg=1 WrYh {(};_:)Vh exp [M]} (54)

(Xp+xR)

with MSE given as:
= 2vp+8,)CF
MSE(t35) = Sii Wil [cﬁy + EECRx [(2, + 8,) — 4Kp] (5)

(vi)  Property 6

Whend9, =0,¢&, =—-1,v, = -2 and 6§, = —&. The proposed estimator 2 reduces
to

T26 = = Yho1 WaPn {( :) xp [8h(Xh Xh)]} (56)

(Xn+xp)

with MSE given as:

MSE(ts,) = Shtoa wRTE 1 | CBy + (4 + 8GR [ 2+ (1= K| 67)

(vii)  Property 7

When9, =0,&, = -1, v, =—2 and §, = —2. The proposed estimator 2 reduces
to

_ (rx 2(Xp—xp)
T2,7 =Zﬁ=1Wth{(f_:) exp[ h=Zh } (58)

(Xn+xn)
with MSE given as:
MSE(tz,7) = Zhi=1 Wi Vv [CRy + 3CE.(3 — 2Ky)] (59)
(viii) Property 8

Whend9, =0,¢, = -1, v, = —v,, and §, = —2. The proposed estimator 2 reduces
to

T28 = Zg=1 WpYn {(};_:)Vh exp M } (60)

(Xn+xn)
with MSE given as:
MSE (t56) = Tt wET2yy |CE, + vy + DCEI (v + 1) — 263 (61)
(ix)  Property 9

Whend9, =2,&, =1, v, =v, andd, = &,. The proposed estimator 2 reduces to
the Solanki et al. [28] class of ratio-type estimators in stratified random sampling
given as:

t20 = Shoywndn {2 - (22) " exp [0} (62)

(Xn+xn)

13
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with MSE given as

- 2V +81)Chy
MSE(t30) = YH_y wa¥lyn |Chy + % [(2vy + 8p) — 4Ky ] (63)

5. Analytical Study

5.1  Efficiency comparisons

This section compares the optimal MSEs of the proposed classes of estimators with
some existing estimators who are special members of these classes of estimators.

Let MSE(Tl,Opt) = MSE(TZ,opt) = MSE(T*,Opt) = Zg:l lelyhz)/hci%y(l - pizlxy)
Since the two classes of exponential ratio estimators have equal optimal efficiency.

Q) Stratified random sampling estimator
The proposed estimators would be more efficient than the stratified
random sampling estimator if:

MSE(T* opt) < MSE (Js¢)

Z Wi V2ynChy (1= phey) < Z wi Y2ynCry
=1 h=1
So that

Phxy >0

(i)  Bahl and Tuteja [1] exponential ratio estimator
The proposed estimators would be more efficient than the Bahl and
Tuteja [1] exponential ratio estimator if:

MSE(T*,Opt) < MSE(:)_/st,BT)

H H
> TG (1L~ phy) < . wiTira Gy
h=1 h=1
This is equivalent to the inequalities

2

(ZChyphxy - Chx) >0

So that
Chx

Phxy = 5~

MY 20,

(i)  Kadillar and Cingi [18] chain ratio estimator

The proposed estimators would be more efficient than the Kadillar and
Cingi [18] chain ratio estimator if:

MSE(T* opt) < MSE (Vs kc)

2

Chx
+— - 41(])

z wi Yy VhChy(l phxy) < Z wi Yy Yh(Chy +4Ch[1 + 4K])
h=1

14
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This is equivalent to the inequalities

2
(Chyphxy + 2Chx) >0
So that
—2Chy
Phxy >
hxy Chy

Solanki et. al [28] exponential ratio estimator

The proposed estimators would be more efficient than the Solanki et. al
[29] exponential ratio estimator if:

MSE(T* opt) < MSE (¥st.50)

SCﬁ
Z szlyh VhChy(l Phxy) < z Wrzth Yn (Chy 4 = —[3- 4K]>
ThIS is equivalent to the mequalltles

(ZChyphxy - 3Chx) >0
So that
3Chy

> —_—
Stratified combined regression estimator

The proposed estimators would be more efficient than the stratified
combined regression estimator if:

MSE(T*_opt) < MSE(:)_/st,REG)
H

> wRTEyaChy (1= phy)

<

NgE

szlyhzyh(cf%y + bzelzl Cf%x - behphxychychx)
=1

h
This is equivalent to the inequalities

2
(Chyphxy + behChx) >0
So that
thChx

Chy

where 6, = —and b = SS

Stratified comblned ratio estimator
The proposed estimators would be more efficient than the stratified
combined ratio estimator if:

MSE(T.0pt) < MSE (Jst.rc)
H

> whT2vnCEy (1= Py
h=1

P hxy

<

M=

WPZL)_/thh(CF%y + RZQ}ZL Cl%x - Rghphxychychx)
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OF POPULATION MEAN WITH EQUAL OPTIMAL EFFICIENCY

This is equivalent to the inequalities

2
(Chyphxy - RHhChx) >0
So that
RO, Cpy
Chy

Where R = Zi=ialn
SHoa WhXn

5.2  The percent relative efficiency (PRE)

phxy

The percent relative efficiency (PRE) of an estimator Q with respect to the
conventional stratified combined ratio estimator (¥ rc) is defined by

Var(yst,RC)

1
Var(Q) * 100

PRE(Q; 3_’st,RC) =

6. Empirical Study

In this section, the performance of the proposed classes of estimators is assessed with
that of the existing estimators and members of their classes. The merits of the
suggested classes of estimators 1 and 2 over the existing members of their classes
were judged using natural populations adapted from Singh and Chaudhary [25] and
Gamze and Ozel [16]. The description of the populations and the required values of
the parameters are respectively shown in the Tables 1 and 2.

Table 1: Population I adapted from Singh and Chaudhary [25]

Stratum 1 2 3 Total

Ny, 6 8 11 N =25

ny 3 3 4 n =10

1 417.330 503.375 340.000 X =8.3792
Xn 6.813 10.12 7.967 Y =410.84
Chx 0.586584 1.138124 0.778190 SZ =59.73676
Chy 0.655239 1.011238 0.754947 S = 1237702
SE. 15.9712 132.66 38.438 p = 0.9285341
S,zly T4775.467 259443.70 65885.60 Sxy = 2524.79
Ph 0.9215191 0.9737715  0.8826909

Yn 0.16666667 0.2083333 0.1590909
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0.1024
0.0201

0.1936
0.0234

Table 2: Population Il adapted from Gamze and Ozel (2015)

Stratum 1 2 3 4 5 6
Ny, 127 117 103 170 205 201
ny 31 21 29 38 22 39
1 703.74 413.00 573.17 424.66 267.03 393.84
Xn 20804.59 9211.79 14309.30 9478.85 5569.95 12997.59
Chx 1.465 1.648 1.925 1.922 1.526 1.777
Chy 1.256 1.562 1.803 1.909 1.512 1.807
Shx 30486.751 15180.769 2754.9697 18218.931 8497.776 23094.141
Shy 883.835 644.922 1033.467 810.585 403.654 711.723
Phxy 0.936 0.996 0.994 0.983 0.989 0.965
Yn 0.024 0.039 0.025 0.020 0.041 0.021
wi 0.019 0.016 0.013 0.034 0.049 0.048
0n 29.5629 22.3046 24.9652 22.3210 20.8589 33.0022
S,? = 19,740.0345 Sxy = 829.0814
Table 3: MSE and PRE values for the estimators
S/No. Estimator Population | Population 11
MSE PRE MSE PRE
1. Ysere 1137.1827 100 218.7898 100
2. T, op¢ [Proposed] 842.6005 134.9610 107.7099 203.1288
3. Yst.rEG 948.9747 119.8328 201.8586 108.3877
4 Yo pr 2211.3893 51.4239 576.8330 37.9295
5. ¥st.50 4675.4565 24.3223 901.0174 24.2825
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81,041.9121  1.4032 21,171.0350 1.0334

7. Results and Discussion

Analytical results for the efficiency comparisons showed that all the optimality
conditions for the efficiency of the proposed classes of estimators are satisfied as
evidenced in the MSE values of the respective estimators in Table 3 for the two
populations considered.

(i)

(i)

(iii)

(iv)

(v)

(vi)

Stratified random sampling estimator
The proposed classes of estimators are more efficient than the stratified
random sampling estimator under the two populations respectively as:

(@  MSE(t.opt) = 842.6005 < MSE(Js,) = 8474.2512

(b)  MSE(t.op:) = 107.7099 < MSE (J5;) = 2247.9474
Bahl and Tuteja [1]) exponential ratio estimator
The proposed classes of estimators are more efficient than the Bahl and
Tuteja [1] exponential ratio estimator under the two populations
respectively as:

(@  MSE(t.opt) = 842.6005 < MSE(¥g pr) = 2211.3893

(b)  MSE(z.opt) = 107.7099 < MSE(¥5 5r) = 576.8330
Kadillar and Cingi [18] chain ratio estimator
The proposed classes of estimators are more efficient than the Kadillar
and Cingi [18] chain ratio estimator under the two populations
respectively as:

@  MSE(t.op:) = 842.6005 < MSE (Vs kc) = 81,041.9121

(b)  MSE(t.opt) = 107.7099 < MSE (5 kc) = 21,171.0350
Solanki et. al [28] exponential ratio estimator
The proposed classes of estimators are more efficient than the Solanki et.
al [28] exponential ratio estimator under the two populations respectively
as:

@  MSE(t.opt) = 842.6005 < MSE(¥5 50) = 4675.4565

(b)  MSE(t.0p) = 107.7099 < MSE (¥s,50) = 901.0174
Stratified combined regression estimator
The proposed classes of estimators are more efficient than the stratified
combined regression estimator under the two populations respectively as:

@  MSE(t.opt) = 842.6005 < MSE (Vg peg) = 948.9747

(b)  MSE(t.opt) = 107.7099 < MSE (Vs rec) = 201.8586
Stratified combined ratio estimator
The proposed classes of estimators are more efficient than the stratified
combined ratio estimator under the two populations respectively as:
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(@  MSE(t.opt) = 842.6005 < MSE(ys rc) = 1137.1827
(b)  MSE(t.opt) = 107.7099 < MSE (¥5¢ rc) = 218.7898

Numerical results for the percent relative efficiency (PRES) in Table 3 reveals that
the proposed estimators (T*,opt) have 35 percent gains and 103 percent gains in
efficiency respectively for population | and population Il while the regression
estimator (¥s;rec) has 20 percent gains and 8 percent gains in efficiency
respectively for population 1 and population Il. This shows that the proposed
estimators (z,,,,)  are 15 percent more efficient than the regression
estimator (yst,REG) under population I and 8 percent more efficient than it under
population II.

Similarly, the proposed estimators (r*_(,pt) are 84 percent more efficient than the

Bahl and Tuteja [1] exponential ratio estimator (yst,BT) under population I and 165
percent more efficient than it under population II.

In using the proposed classes of estimators (T*,opt) one will have 111 percent

efficiency gain over the Solanki et al [28] exponential ratio estimator (¥s.so) under
population | and will have 179 percent efficiency gain over it under population II.

8. Conclusion

This paper introduces new classes of exponential ratio estimators for estimating
population mean Y in stratified random sampling and derives expressions for their
biases and mean square errors (MSEs) under the large sample approximation.
Asymptotic optimum estimator (AOE) and its approximate MSE are derived for
each class of estimators. The properties of the proposed classes of estimators are
studied and some special members of these families of estimators are identified.
Analytically, the proposed classes of estimators have been shown to have equal
optimal efficiency under certain prescribed conditions.

It is well known that the ratio and product estimators have the limitation of having
efficiency not exceeding that of the linear regression estimator. Analytical and
numerical evidences in this study showed that at optimal conditions, the proposed
classes of estimators are more efficient than the stratified regression estimator.

Generally, the proposed classes of estimators fare better than all the modified
existing estimators under review for both populations used in the study with
appreciable efficiency gains. Consequently, they should be preferred in practice as
they provide consistent and more precise parameter estimates.

19



MODIFIED CLASSES OF STRATIFIED EXPONENTIAL RATIO ESTIMATORS
OF POPULATION MEAN WITH EQUAL OPTIMAL EFFICIENCY

References

Bahl, S. & Tuteja, R. K. (1991): Ratio and product type exponential estimator.
Journal of Information and Optimization Sciences, 12(1), 159-164.

Chaudhary, M. K., Singh, R., Shukla, R. K., Kumar, M. & Smarandache, F.
(2009): A family of estimators for estimating population mean in stratified sampling
under non-response, Pakistan Journal of Statistics and Operation Research. 5(1), 47-
54.

Clement, E. P. (2015): Calibration Approach Separate Ratio Estimator for
Population Mean in Stratified Sampling. International Journal of Modern
Mathematical Sciences, 13(4):377-384

Clement, E. P. (2016): An Improved Ratio Estimator for Population Mean in
Stratified Random Sampling. European Journal of Statistics and Probability 4 (4):12-
17

Clement, E. P. (2017): Efficient Exponential Estimators of Population Mean in
Survey Sampling. International Journal of Mathematics and Computation 28 (3):94-
10624.

Clement, E. P. (2018). A Note on Calibration Weightings in Stratified Double
Sampling with Equal Probability, Communication in Statistics: Theory and Methods,
47(12):2835-2847 DOI:10.1080/03610926.2017.1342836

Clement, E. P. (2022) On the Precision of Estimators in Sampling Surveys by
Multi-Parametric Calibration weightings, Thailand Statistician 2022 (3) 655-668.

Clement, E. P. & Enang, E. I. (2015): Calibration Approach Alternative Ratio
Estimator for Population Mean in Stratified Sampling. International Journal of
Statistics and Economics, 16(1):83-93.

Clement, E. P. & Enang, E. I. (2017): On the Efficiency of Ratio Estimator
over the Regression Estimator, Communication in Statistics: Theory and Methods,
46(11):5357-5367

Clement, E. P. & Inyang, E. J. (2020): A Class of Modified Calibration Ratio
Estimators of Population Mean with known Coefficient of Kurtosis in Stratified
Double Sampling. Journal of Modern Mathematics and Statistics 14 (4): 55-60.

Clement, E. P. & Inyang, E. J. (2021): Improving the Efficiency of Ratio

Estimators by Calibration Weightings. International Journal of Statistics and
Mathematics; 8(1): 164 — 172.

20



CLEMENT ET AL.

Clement, E. P., Ekpoese, E. D. & Inyang, E. J. (2021): Improving the
Efficiency of Estimators of Population Mean in Systematic Sampling Using Inverse
Exponentiation International Journal of Statistics and Applied Mathematics; 6(3): 87-
97

Clement, E. P. & Etukudoh, I. O. (2023) Calibration Ratio Estimator for
Estimating Population Mean in Stratified Random Sampling Design Using Properties
of Two Supplementary Variables, International Journal of Scientific Research in
Mathematical and Statistical Sciences 10 (5), 14 -21

Cochran, W.G. (1977). Sampling Techniques, 3rd edition, New York: Wiley.

Enang, E. I. & Clement, E. P. (2020): An efficient class of calibration Ratio
Estimators of Domain Mean in Survey Sampling, Communication in mathematics
and Statistics 8:279-293 DOI: 10.1007/s40304-018-00174-z

Gamze & Ozel (2015): Modified exponential type estimator for population
mean using auxiliary variables in stratified random sampling. The Journal of
Operations Research, Statistics, Econometrics and Management Information System,
3(2), 49-56

Inyang, M. O. & Clement, E. P. (2023) On the Estimation of Current
Population Median in Two-Occasion Rotation Sampling, International Journal of
Scientific Research in Mathematical and Statistical Sciences 10 (5), 26 -33

Kadilar & Cingi, H (2003): A study on the chain ratio-type estimator.
Hacettepe Journal of Mathematics and Statistics, 32.105-108.

Khare, B. B. & Sinha, R.R. (2012). Combined class of estimators for
ratio and product of two population means in presence of non-response.
International Journal of Statistics and Economics, 8, (12), 12-20.

Khare, B.B., Srivastava, U & Kumar, K. (2013). Generalized chain type
estimators for ratio of two population means using two auxiliary characters in the
presence of non-response. International Journal of Statistics and Economics, 10, (1),
51-64.

Khoshnevisan, M., Singh, R., Chauhan, P., Sawan, N. & Smarandache, F.
(2007): A general family of estimators for estimating population mean using known
value of some population parameter(s). Far East Journal of Theoretical Statistics, 22
(2), 181-191.

Koyuncu, N. & Kadilar, C. (2009): Family of estimators of population mean

using variables in stratified random sampling. Communications in Statistics - Theory
and Methods 38(14), 2398-2417

21



MODIFIED CLASSES OF STRATIFIED EXPONENTIAL RATIO ESTIMATORS
OF POPULATION MEAN WITH EQUAL OPTIMAL EFFICIENCY

Malik, S. & Singh, R. (2012): Some improved multivariate-ratio-type
estimators using geometric and harmonic means in stratified random sampling. ISRN
Probability and Statistics, Article ID 509186

Sharma, P., Verma, H.K., Sanaullar, A. & Singh, S. (2013). Some exponential
ratio-product type estimators, using information on auxiliary attributes under second
order approximation. International Journal of Statistics and Economics, 12, (3), 58-
66.

Singh, D & Chaudhary, F. S. (1986). Theory and analysis of sample survey
designs. Willey Eastern Limited, New Delhi

Singh, H.P. & Vishwakarma, G. K., (2007): Modified exponential ratio and
product estimators for finite population mean in double sampling. Austrian Journal
of Statistics, 36 (3), 217-225.

Singh, R, & Audu, A. (2013): Efficiency of ratio estimator in stratified random
sampling using information on auxiliary attribute. International Journal of
Engineering and Innovative Technology, 2 (1), 116-172.

Solanki, R. S., Singh, H. P. & Rathour, A. (2012): An alternative estimator for
estimating the finite population mean using auxiliary information in sample surveys.
ISRN Probability and Statistics, Article ID 657682, doi:10.5402/2012/657682

Tailor, R (2012), An almost unbiased ratio-cum-product estimator of
population mean using known coefficients of variation of auxiliary variables.
International Journal of Statistics and Economics, 8, (12), 70-85.

Tailor, R.., Sharma, B. & Kim, J. (2011): A generalized ratio-cum-product
estimator of finite population mean in stratified random sampling. Communications
of the Korean Statistical Society, 18(1), 111-118.

Vishwakarma, G. K., Singh, H. P. & Singh, S. (2010): A family of estimators
of population mean using multi-auxiliary variate and post-stratification. Nonlinear
Analysis: Modelling and Control, 15 (2), 233-253.

22



