
Journal of Modern Applied Statistical
Methods

Volume 3 | Issue 1 Article 12

5-1-2004

Stratified Extreme Ranked Set Sample With
Application To Ratio Estimators
Hani M. Samawai
Sultan Qaboos University, hsamawi@squ.edu.om

Laith J. Saeid
Sultan Qaboos University

Follow this and additional works at: http://digitalcommons.wayne.edu/jmasm

Part of the Applied Statistics Commons, Social and Behavioral Sciences Commons, and the
Statistical Theory Commons

This Regular Article is brought to you for free and open access by the Open Access Journals at DigitalCommons@WayneState. It has been accepted for
inclusion in Journal of Modern Applied Statistical Methods by an authorized editor of DigitalCommons@WayneState.

Recommended Citation
Samawai, Hani M. and Saeid, Laith J. (2004) "Stratified Extreme Ranked Set Sample With Application To Ratio Estimators," Journal of
Modern Applied Statistical Methods: Vol. 3 : Iss. 1 , Article 12.
DOI: 10.22237/jmasm/1083370320
Available at: http://digitalcommons.wayne.edu/jmasm/vol3/iss1/12

http://digitalcommons.wayne.edu/jmasm?utm_source=digitalcommons.wayne.edu%2Fjmasm%2Fvol3%2Fiss1%2F12&utm_medium=PDF&utm_campaign=PDFCoverPages
http://digitalcommons.wayne.edu/jmasm?utm_source=digitalcommons.wayne.edu%2Fjmasm%2Fvol3%2Fiss1%2F12&utm_medium=PDF&utm_campaign=PDFCoverPages
http://digitalcommons.wayne.edu/jmasm/vol3?utm_source=digitalcommons.wayne.edu%2Fjmasm%2Fvol3%2Fiss1%2F12&utm_medium=PDF&utm_campaign=PDFCoverPages
http://digitalcommons.wayne.edu/jmasm/vol3/iss1?utm_source=digitalcommons.wayne.edu%2Fjmasm%2Fvol3%2Fiss1%2F12&utm_medium=PDF&utm_campaign=PDFCoverPages
http://digitalcommons.wayne.edu/jmasm/vol3/iss1/12?utm_source=digitalcommons.wayne.edu%2Fjmasm%2Fvol3%2Fiss1%2F12&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/209?utm_source=digitalcommons.wayne.edu%2Fjmasm%2Fvol3%2Fiss1%2F12&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/316?utm_source=digitalcommons.wayne.edu%2Fjmasm%2Fvol3%2Fiss1%2F12&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/214?utm_source=digitalcommons.wayne.edu%2Fjmasm%2Fvol3%2Fiss1%2F12&utm_medium=PDF&utm_campaign=PDFCoverPages


Journal of Modern Applied Statistical Methods   Copyright © 2004 JMASM, Inc. 
May 2004, Vol. 3, No. 1, 117-133                                                                                                                             1538 – 9472/04/$95.00 

117 

Stratified Extreme Ranked Set Sample With Application To Ratio Estimators 
 

                                  Hani M. Samawi                                        Laith J. Saeid 
                  Department of Mathematics & Statistics        Department of Mathematics & Statistics 
                               Sultan Qaboos University                             Sultan Qaboos University 
 
 
Stratified extreme ranked set sample (SERSS) is introduced. The performance of the combined and 
separate ratio estimates using SERSS is investigated. Theoretical and simulation study are presented. 
Results indicate that using SERSS for estimating the ratios is more efficient than using stratified simple 
random sample (SSRS) and simple random sample (SRS). In some cases it is more efficient than ranked 
set sample (RSS) and stratified ranked set sample (SRSS), when the underlying distribution is symmetric. 
An application to real data on the bilirubin level in jaundice babies is introduced to illustrate the method. 
 
Key words: Simple random sample; stratified random sample; ranked set sample; stratified ranked set 
sample; ratio estimation 
 
 

Introduction 
 
When sampling units in a study can be easily 
ranked compared to quantification.  McIntyre 
(1952) proposed to use the mean of   units based 
on a ranked set sample (RSS) to estimate the 
population mean. RSS is conducted by selecting   
random samples from the target population each 
of size r . Ranking each element within each set 
with respect to the random variable of interest.  
Then an actual measurement is taken of the 
element with the smallest rank from the first 
sample. 

From the second sample an actual 
measurement is taken of the element with the 
second smallest rank, and the procedure is 
continued until the element with the largest rank 
is chosen for actual measurement from the r-th 
sample. Thus we obtain a total of r  measured 
elements; one from each ordered sample of size 
r  and this completed one cycle. The cycle may 
be repeated m  times until n rm=  elements 
have been measured. These n  elements form the 
ranked set sample data. 
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Samawi et al. (1996) investigated 

variety of extreme ranked set samples (ERSS) 
for estimating the population means.  
Furthermore, Samawi (1996) introduced the 
principle of stratified ranked set sampling 
(SRSS); to improve the precision of estimating 
the population means in case of SSRS. 

In many situations the quantity that is to 
be estimated from a random sample is the ratio 
of two variables both of which vary from unit to 
unit. For example, in a household survey, the 
average number of suits of clothes per adult 
male is the quantities of interest. Examples of 
this kind occur frequently when the sampling 
unit (the household) comprises a group or cluster 
of elements (adult males) and our interest is in 
the population mean per element. 

Moreover, ratio appears in many other 
applications, for example, the ratio of loans for 
building purpose to total loans in a bank or the 
ratio of acres of wheat to total acres on a farm. 
Also, this method is to obtain increased 
precision of estimating the population mean or 
total by taking advantage of the correlation 
between an auxiliary variable X and the variable 
of interest Y. 

In the literature, ratio estimators are 
used in case of SRS as well as in case of SSRS 
(for an example see Cochran, 1977). Also, SSRS 
is used in certain types of surveys because it 
combines the conceptual simplicity of simple 
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random sample with potentially, significant 
gains in efficiency.  It is a convenient technique 
to use whenever, one wish to ensure that a 
sample is representative of the population and 
also to obtain separate estimates for parameters 
of each sub-domain of the population. There are 
two methods for estimating ratios that are 
generally used when the sampling design is 
stratified random sampling, namely the 
combined ratio estimate and the separate ratio 
estimate. Moreover, Samawi and Muttlak (1996) 
used RSS to estimate the population ratio, and 
showed that it provided a more efficient 
estimator compared with using SRS. 

Introduce in this article is the idea of 
stratified extreme ranked set sample (SERSS).  
Also, the use of the idea of SERSS is proposed 
to improve the precision of the two methods for 
estimating the ratio namely the combined ratio 
estimate and separate ratio estimate. Moreover, 
studied are the properties of these estimators and 
comparing them in different situations. Later in 
the article the principle of SERSS and its 
properties are introduced. Combined and 
separate ratio estimators using SERSS are then 
discussed followed by a simulation study and the 
results of the simulation including an illustration 
of the methods using real data about the 
bilirubin level in jaundice babies. 
 

Methodology 
 
Ranked set sample for bivariate elements 

A modification of the above procedure 
used by Samawi and Muttlak (1996) for the 
estimation of the ratio. First choose r  
independent samples each of size r  of 
independent bivariate elements from the target 
population. Rank each sample with respect to 
one of the variables Y or X.  Suppose that the 
ranking is done on the variable Y. From the first 
sample an actual measurement is taken of the 
element with the smallest rank of Y, together 
with the value of the variable X associated with 
the smallest value of Y.   

From the second sample an actual 
measurement is then taken of the element with 
the second smallest rank of Y, together with the 
value of the variable X associated with the 
second smallest value of Y. The procedure is 
continued until the element with the largest rank 

of Y is chosen for measurement from the r-th 
sample, together with the value of the variable X 
associated with the largest value of Y. The cycle 
may be repeated m  times until n rm=  
bivariate elements have been measured. Note 
that we assume that the ranking of the variable Y 
will be perfect, while the ranking of the variable 
X will be with errors in ranking, or at worst of a 
random order if the correlation between Y and X 
is close to zero. 

 
Stratified ranked set sample 

For the h-th stratum, first choose rh  
independent samples each of size rh  of 
independent elements from the h-th 
subpopulations, Lh ...,,2,1= . Rank each 
sample within each stratum, then use the same 
sampling scheme described above to obtain L  
independent RSS samples of sizes 1r  , 2r , …, Lr  
respectively. Note that r r r rL1 2+ + + =... .  This 
complete one cycle of stratified ranked set 
sample.  The cycle may be repeated m  times 
until n mr=  elements have been measured (see 
Samawi, 1996). 

The following stricture for the stratified 
Ranked set sample is used when the ranking on 
the variable Y in case of bivariate elements: For 
the k-th cycle, the SRSS is denoted by  
 

Stratum 1: 
( ) ( )
( )1 1

1(1) 1[1] 1(2) 1[2]

1( ) 1[ ]

, , , ,...,

,

k k k k

r k r k

Y X Y X

Y X
 

 

Stratum 2: 
( ) ( )
( )2 2

2(1) 2[1] 2(2) 2[2]

2( ) 2[ ]

, , , ,...,

,

k k k k

r k r k

Y X Y X

Y X
 

      

Stratum L: 
( ) ( )
( )

(1) [1] (2) [2]

( ) [ ]

, , , ,...,

, , 1, 2,...,
L L

L k L k L k L k

L r k L r k

Y X Y X

Y X k m=
  

 
Similarly for the stratified ranked set sample 
when the ranking on the variable X: 
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Stratum 1: 
( ) ( )
( )1 1

1[1] 1(1) 1[2] 1(2)

1[ ] 1( )

, , , ,...,

,

k k k k

r k r k

Y X Y X

Y X
 

 

Stratum 2: 
( ) ( )
( )2 2

2[1] 2(1) 2[2] 2(2)

2[ ] 2( )

, , , ,...,

,

k k k k

r k r k

Y X Y X

Y X
 

      

Stratum L: 
( ) ( )
( )

[1] (1) [2] (2)

[ ] ( )

, , , ,...,

,
L L

L k L k L k L k

L r k L r k

Y X Y X

Y X
  

 
where k m= 1 2, ,..., . 
 
Extreme Ranked Set Sample 

The extreme ranked set sample ERSSs 
investigated by Samawi et al. (1996). The 
procedure involves randomly drawing r sets of r 
units each, from the infinite population for 
which the mean is to be estimated.  It is assumed 
that the lowest or the largest units of this set can 
be detected visually or with little cost. For sure, 
this is a simple and practical process. From the 
fist set of r units the lowest ranked unit is 
measured. From the second set of r units the 
largest ranked unit is measured. From the third 
set of r units the lowest ranked unit is measured, 
and so on.  In this way we obtain the first (r-1) 
measured units using the first (r -1) sets. The 
choice of the r- th  unit from the r-th (i.e the last) 
set depends on whether r is even or  odd. 

 
a) If r is even the largest ranked unit is 
measured. ERSSa will denote such a sample. 
 
If r is odd then two options exist: 
 
b) For the measure of the r-th unit we take the 
average of the measures of the lowest and the 
largest units in the r-th set. ERSSb will denote 
such a sample.  
 
c) For the measure of the r-th unit we take the 
measure of the median. ERSSc will denote such 
a sample.  Note that the choice (c) will be more 
difficult in application than the choice (a) and 
(b). 

Stratified Extreme Ranked Set Sample 
Suppose that the population divided into 

L mutually exclusive and exhaustive strata, with 
subpopulation size LNNN  ..., ,, 21 .  Through 
this article it large subpopulation and symmetric 
underlying distribution will be assumed. The 
following notations and results will be 
introduced for this paper. For all  
( hri  ..., 2, ,1= ) and Lh  ..., 2, ,1= .  

 
Let ( ) ( )  , , 2

hijXhhijXh XVarXE == σµ  
 

( ) ( )( ) ( ) ( )( )ihiiXhihiiXh XVarXE == 2 ,σµ    and 
 

r
r

n
n

N
N

W hhh
h ===  (proportional allocation).  

 
Let  ; , ... , , *

1
*
12

*
11 hrhhh XXX  

 
; ... ; , ... , , *

2
*
22

*
21 hrhhh XXX  

 
**

1
*

1  , ... , ,
hhhh rhrhrhr XXX  be rh  independent 

samples of size rh , each taken from the 
thh − stratum ( Lh  ..., 2, ,1= ). Assume that 

each element Xhij
*  in the sample has the same 

distribution function F xh ( )  with mean Xhµ  and 

variance 2
Xhσ . For simplicity of notation, we 

will assume that Xhij  denotes the quantitative 

measure of the unit Xhij
* .   

Then, according to our description 
12111 , ... , ,

hhrhh XXX  is the SRS from the 

h th−  stratum.  Let ( ) ( ) ( )
**

2
*

1 , ... , ,
hrhihihi XXX  be 

the ordered statistics of the i th−  sample 
**

2
*

1 , ... , ,
hhirhihi XXX , ( hri  ..., 2, ,1= ), taken 

from the h th−  stratum.  If rh  is even then 

( ) { }( ) ( )hhhh rhrrhhrhh XX  X X X ,,...,,, 1113)(2)1(1 −  
denotes the ERSSh a  for the h th−  stratum. If  
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rh  is odd then 

( ) { }( )1(1) 2( ) 3 1 11
2

,  ,  ,  ... , ,  
h hh h

h
h h r h rh r r hr

X X X X X +− ⎛ ⎞
⎜ ⎟
⎝ ⎠

 

denotes the ERSSh c  for the h th−  stratum.  
Note that this will be repeated for each  
( Lh  ..., 2, ,1= ).  The resulting L independent 
ERSSs from each stratum will be denotes the 
stratified extreme ranked set sample SERSS.  
This process can be repeated m independent 
times.  

 
Estimate of Population Mean Using  

To estimate the mean µ  using SERSS 
of size n, assume that there is (a) strata with 
even set size and (L-a) strata with odd set size. 
For simplicity of notation, let m=1 then hh rn =  
and rn = , then the estimate of the mean Xµ  
using SERSS is given by 

 

( ) ( )ch

L

ah
hah

a

h
hSERSS XWXWX ∑∑

+==

+=
11

, where 

( ) ( ) ( )( )
hrhhah XXX += 12

1
, 

 

( )

( ) ( ) ( ) { } ( )11 3 1 12 1
2

...
hh h

h

h c

hh h rh r h r hr

h

X

X X X X r X

r

+− ⎛ ⎞
⎜ ⎟
⎝ ⎠

=

+ + + + + , 

( )
{ }( )∑

=

−=
2

1

112
1 2

hr

i h

ih
h r

X
X            and         

( )
( )∑

=

=
2

1

22

h

h

h

r

i h

rih
rh r

X
X . 

It can be shown that (Samawi et al., 1996 ). 
 

( )( ) ( ) ( )( )
hrXhXhahXE µµ += 12

1
 and 

( )( ) ( ) ( )( )1

1
2

1
2

1   

h

h

h
h c Xh Xh r

h

r
Xhh

rE X
r

r

µ µ

µ +⎛ ⎞
⎜ ⎟
⎝ ⎠

⎛ ⎞−
= +⎜ ⎟
⎝ ⎠

+
. 

Therefore, the mean and variance of SERSSX  
are 
 

( ) ( )( )

( ) ( )( )

1
1

1 1
1 2

( )
1
2

1  2
2

h

h h

SERSS
L

h Xh Xh r
h

L
h

r Xh Xh rXhh a h

E X

W

W
r

µ µ

µ µ µ

=

+⎛ ⎞
⎜ ⎟= + ⎝ ⎠

=

+

⎡ ⎤
+ − +⎢ ⎥

⎢ ⎥⎣ ⎦

∑

∑

, 

 
and 
 

( ) ( ) ( )( )

( ) ( )( )

2
2 2

1
1

2
2 2 2

1 1
1 2

1  
2

1 2
2

h

h h

L
h

SERSS Xh Xh r
h h

L
h

r Xh Xh rXhh a h

WVar X
r

W
r

σ σ

σ σ σ

=

+⎛ ⎞
⎜ ⎟= + ⎝ ⎠

= +

⎡ ⎤
+ − +⎢ ⎥

⎢ ⎥⎣ ⎦

∑

∑
. 

 
Note that the elements in ( )ahX  are 

independent and so are the elements in 

( )chX . Furthermore, the elements in ( )ahX  

are independent of the elements in ( )chX  and 
so are independent of the element in 

⎟
⎠
⎞

⎜
⎝
⎛ +

2
1hrh

X .  If the underlying distribution for 

each stratum is symmetric then it can be 
shown that ( ) XSERSSXE µ=~  (i.e., an 
unbiased estimator) and 

( )

( ) ( )

2 2
2 2 2

1 1 12
1 1 2

 
h

SERSS

L L
h h

Xh r XhXhh h ah h

Var X

W W
r r

σ σ σ+⎛ ⎞
⎜ ⎟= = + ⎝ ⎠

⎡ ⎤
= + −⎢ ⎥

⎢ ⎥⎣ ⎦
∑ ∑

 

                                                              (2.1) 
 
Note that the estimate of the mean µ using 
SSRS of size r is given by 

h

L

1h
h XWSSRSX ∑

=

= . Also, the mean and 

variance of SSRSX  are known to be 

( ) XSSRSXE µ=  (i.e., an unbiased estimator) 
and 
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( )
h

Xh
L

h
hSSRS r

WXVar
2

1

2 σ∑
=

=               (2.2) 

(see Cochran,1977). 
 Theorem: Assume that the 
underlying distribution for each stratum 
follows Normal or Logistic distribution.  
Then ( ) ( )SSRSXVarSERSSXVar ≤ . 

 Proof: Assume large 
subpopulation sizes ( LNNN ,,, 21 ).  In 
case of Normal, or Logistic distribution 
functions the following are true,  

( ) ( )
2

2

2
2

2
1  , ... ,

⎟
⎠
⎞

⎜
⎝
⎛≥≥≥

hrXh
XhXh σσσ  if rh  is even 

and  ( ) ( )
2

2
1

2
2

2
1  , ... ,

⎟
⎠
⎞

⎜
⎝
⎛ +≥≥≥

hrXh
XhXh σσσ  if rh  

is odd.   
Also note the ( )

22
XhiXh σσ ≤ , 

hri  ..., 2, ,1= (Arnold, 1992.)  By comparing 
(2.1) and (2.2), and since 

( )
22

1 XhXh σσ ≤ , ( )
2

1
2

2
1 Xhr

Xh h
σσ ≤

⎟
⎠
⎞

⎜
⎝
⎛ + and 

( ) 02
1

2

2
1 ≤−
⎟
⎠
⎞

⎜
⎝
⎛ + Xhr

Xh h
σσ , therefore  

 
 

( ) 02
1

2

2
1 ≤−
⎟
⎠
⎞

⎜
⎝
⎛ + Xhr

Xh h
σσ , therefore 

 

( ) ( )
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−+

⎟
⎠

⎞
⎜
⎝

⎛ +
+==
∑∑ 2

Xh
2

2
r

Xh

L

ah h

2
h2

Xh

L

h h

2
h

hr
W

 
r

W
11

1
21

1

σσσ

 

≤  
h

Xh
L

h
h r

W
2

1

2 σ∑
=

,  

 
and hence 

( ) ( )SSRSXVarSERSSXVar ≤ . 

 
 
 
 
 
 

 
 
Simulation Study 

 The normal and logistic 
distribution is used in the simulation.  Sample 
size r = 10, 20 and 30 and number of strata L = 3 
are considered. For each of the possible 
combination of distribution, sample size and 
different choice of parameters 2000 data sets 
were generated. The relative efficiencies of the 
estimate of the population mean using SERSS 
with respect to SSRS, SRS, and RSS are 
obtained. 

The values obtained by simulation are 
given in Table 1. Our Simulation indicates that 
estimating the population means using SERSS is 
more efficient than using SSRS or SRS. In some 
case, when the underling distribution is normal 
with ( 10,0.5,0.3,0.1 321 ==== rµµµ ), the 
simulation indicates that estimating the 
population mean using SERSS is even more 
efficient than using RSS, of the same size. 
 
Separate Ratio Estimation using SERSS 
 In this Section, obtain the separate 
ratio estimator was obtained using stratified 
extreme ranked set sample. Also, the 
asymptotic mean and variance of the 
estimator were derived. Two cases are 
considered, the first case if the ranking on 
variable Y is perfect, while the ranking of the 
variable X will be with errors in ranking. The 
second case, when the ranking on variable X 
is perfect, while the ranking of the variable Y 
will be with errors in ranking.  Also, some 
comparisons of the two cases are 
investigated. 
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Table 1. The relative efficiency of the simulation results. 
 

Distribution function n ),( SSRSSSSRS XXRE
 

),( SERSSRSS XXRE
 

),( SERSSSRS XXRE
 

Normal 
4.0,3.0,3.0 321 === WWW
0.5,0.3,0.1 321 === µµµ

 
0.1,0.1,0.1 321 === σσσ

 

 
10 
20 
30 

 
1.20 
2.34 
2.80 

 
1.43 
0.94 
0.75 

 
7.42 
8.47 
9.91 

Normal 
4.0,3.0,3.0 321 === WWW

0.3,0.2,0.1 321 === µµµ
0.1,0.1,0.1 321 === σσσ

 

 
10 
20 
30 

 
2.07 
2.39 
2.77 

 
0.74 
0.53 
0.42 

 
3.46 
4.04 
4.70 

Normal 
4.0,3.0,3.0 321 === WWW

0.5,0.3,0.1 321 === µµµ
 

2.1,1.1,0.1 321 === σσσ
 

 
10 
20 
30 

 
1.92 
2.29 
2.73 

 
1.21 
0.80 
0.67 

 
6.17 
7.41 
9.05 

Logtic 
4.0,3.0,3.0 321 === WWW
0.5,0.3,0.1 321 === µµµ

 
0.1,0.1,0.1 321 === σσσ

 

 
10 
20 
30 

 
1.72 
1.74 
1.87 

 
0.71 
0.43 
0.35 

 
3.14 
3.20 
3.56 

Logtic 
4.0,3.0,3.0 321 === WWW

0.3,0.2,0.1 321 === µµµ
 

0.1,0.1,0.1 321 === σσσ
 

 
10 
20 
30 

 
1.93 
1.78 
1.89 

 
0.51 
0.30 
0.29 

 
2.19 
1.98 
2.26 

Logtic 
4.0,3.0,3.0 321 === WWW

0.5,0.3,0.1 321 === µµµ
2.1,1.1,0.1 321 === σσσ

 

 
10 
20 
30 

 
1.79 
1.78 
1.83 

 
0.68 
0.40 
0.34 

 
3.26 
3.09 
3.42 
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Ratio Estimation when ranking on Variable Y. 
 Assuming that we can only rank on 
the variable Y so that the ranking of Y will 
be perfect while the ranking of X will be 
with error in ranking.  If r h  is even then  
 

[ ] ( )( ) [ ] ( )( )
[ ] ( )( ) { }[ ] { }( )( )
[ ] ( )( )

11 11 2 2

31 31 1 1 1 1

, , , ,

, ,..., , ,

,

h h

h h

h h h h

h k h k h r k h r k

h k h k h r k h r k

hr r k hr r k

X Y X Y

X Y X Y

X Y

− − ,  

 
denotes the SERSS1 a  for the h-th stratum.  If 
r h  is odd then  
 

[ ] ( )( ) [ ] ( )( )
[ ] ( )( ) { }( ) { }( )( )

1 1 1 1 2

1 1 1 1

1 1
2 2

h h

h h h h

h h
h h

h k h k h2 r k h r k

h3 k h3 k h r r h r r

r rhr k hr k

X ,Y , X ,Y ,

X ,Y ,..., X ,Y ,

X ,Y

− −

+ +⎡ ⎤ ⎛ ⎞
⎜ ⎟⎢ ⎥⎣ ⎦ ⎝ ⎠

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎝ ⎠

, 

 
denotes the SERSS1c for the h-th stratum, k=1, 
2, ... , m. 
 The separate ratio estimate requires 
knowledge of the stratum totals ηh  in order to 
be used for estimating the population mean or 
total. Then using the same notation of Section 
(2.1) of the SERSS when ranking on variable Y, 
then the ratio can be estimated within each 
stratum as follows:  
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Note that the sample sizes are different 

from one stratum to another. Therefore, assume 
without loss of generality that the first (a) strata 
have even set size ( rh ), , ..., a, h 21= , and the 
last (L-a ) strata have odd set size ( rh ), 

, ..., L, aah 21 ++= .  This implies that, the 
separate ratio estimator using stratified extreme 
ranked set sample when the ranking on variable 
Y, will be as follows: 
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where 

N
hN

hW = ,  
XhhNh µη =   and  

X
Nµη =   

(known). 
 
It can be shown using the Taylor series 
expansion method that             
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Also, the approximate variance of  1
ˆ

SERSSR  can 
be obtain as follows: Since we have independent 
strata and the assumption of symmetric marginal 
distribution, then 
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                                                      (3.3) 
 
Using similar argument as in Samawi and 
Muttlak (1996), we have 
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                                                         (3.5) 
Therefore, the approximate variance of separate 
ratio estimator using SERSS (ranking on 
variable Y ) is 
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Ratio Estimation when Ranking on Variable X. 

Similarly by changing the notation of 
perfect ranking (  ), by imperfect ranking [  ], for 
X and Y.  Also, by using the same notation of the 
SERSS when ranking on variable X, then the 
separate ratio estimator using  SERSS  when the 
ranking on variable X, will be as follows:   
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In the same way as in section (3.1) we get the 
following results:    
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Ranking on which variable? 
 Again, since one can not rank on both 
variables at the same time and some time it is 

easier to rank on one variable than the other, 
then we need to decide on which variable we 
should rank. We need to compare the variance of 

1SERSSR̂  in ( 3.6) and variance 2SERSSR̂  

Theorem 3.2 : Assume that there are L 
linear relations between Yh  and X h , i.e., 
ρ h > 0  and it is easy to rank on variable X .  

Also assume that the approximation to the 
variance of the ratio estimators 1SERSSR̂  and 

2SERSSR̂  given in equations ( 3.6 ) and ( 3.8) 

respectively are valid and the bias of the 
estimators can be ignored.  If underlying 
distribution are Normal or Logistic  distribution, 
then )1

ˆ()2
ˆ( SERSSRVarSERSSRVar ≤ . 

Proof : To prove the above we 
consider simple linear regression model 
between Yh  and X h , and X   &Y  each has 
either Normal or Logistic marginal 
distribution function. 
 

hihihhhi XY εβα ++= ,                        (3.9) 
 

XhhhYh µβαµ +=                                ( 3.10) 
where α h  and β h  are parameters and ε hi  is 
a random error with 0)( =hiE ε , 

2)( hhiVar σε =  and ( ) 0, =hjhiCov εε  for 

hriji  , ... ,2 ,1, =≠ , also ε hi  and X hi  are 
independent.  Let 
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2
h

if the ranking of the i-th order statistic
in the i-th sample is correct

if the ranking of the i-th order statistic
in the i-th sample is not correct
i.e., radom order

Xh i

X

Xh i =

⎧
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σ

σ

σ

   
Note that, according to our definition and by 
the assumption of the underlying 
distributions  
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  ( ) [ ]
22

iXhiXh σσ ≤   (Arnold, 1992). 

Case 1.  If we are ranking on the Yh  
variable we get the following model from 
equation  (3.9) 
 

][][)( ihihhhih XY εβα ++= ,                 (3.11) 
 
where ε h i[ ]  is a random error with 

0)( ][ =ihE ε , 2
][ )( hihVar σε =  and 

( ) 0, ][][ =jhihCov εε  for 

hriji  , ... ,2 ,1, =≠  also ε h i[ ]  and X h i[ ]  

are independent. The expected value of )i(hY  
can be written as 
 

][)( iXhhhiYh µβαµ += .                          (3.12) 

The variance of )i(hY  is                        
    

( ) [ ]
2222
hiXhhiYh σσβσ += .                         (3.13) 

Now,  by subtracting ( )iYhµ  from equation (3.11) 

and multiply both sides by [ ] [ ])( iXhihX µ− , and 
then take the expected value for the both sides 
we get, 
                

( ) [ ] [ ]
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iXhhiXhiYh σβσ =                    (3.14) 
Case 2.  If we are ranking on the 

variable X we get the following model from 
equation ( 3.9) 
               

][)(][ ihihhhih XY εβα ++= .                   (3.15) 
The expected value of Yh i[ ]  is 
                       

)(][ iXhhhiYh µβαµ += .                 (3.16) 
Similarly we can show that  
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Now, equations (3.6) and (3.8) can be writen as :  
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respectively, therefore 

)1
ˆ()2

ˆ( SERSSRVarSERSSRVar ≤ . 

Finally in this case it is 
recommended to rank on variable that will 
be used in the denominator of the ratio 
estimator if we wish to estimate the mean or 
the total of the population using the ratio 
estimator method when the data is selected 
according SERSS method. 
 
Combined Ratio Estimation using SERSS 

In this Section, combined were ratio 
estimator using stratified extreme ranked set 
sample. Two cases were considered, the first is 
to make the ranking on variable Y perfect, while 
the ranking on the variable X will be with errors 
in ranking.  The second case, when the ranking 
on variable X is perfect, while the ranking on the 
variable Y will be with errors in ranking.  Also, 
the properties of these estimators will be 
discussed.  
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Using  SERSS as describe in Section 2, 
when ranking on variable Y. The combined 
Ratio estimate is defined by: 
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For fixed hr , assume that we have finite 
second moments for X and Y.  Since the ratio is a 
function of the means of X and Y, i.e., 

X

YR
µ
µ

= , and hence R  has at least two 

bounded derivations of all types in some 
neighborhood of ( )µ µY X,  provided that 
µ X ≠ 0 .  Then, assuming large m , we can use 
the Multivariate Taylor Series Expansion, to 
approximate the variance and get the order of 
the bias of the ratio estimator.  Therefore,   
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Ratio Estimation when Ranking on variable X.          
 Similarly, the estimate is given by: 
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Therefore, in combined case, we get:  
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Using the same argument as in section  (4.1), 
( ) ( )( )1

2 minˆ −+≈ hhSERSSS mrORRE , and 



STRATIFIED EXTREME RANKED SET SAMPLE 128

 ( ) [ ] ( ) [ ]

2

222
1 1 112

2 2
1

ˆ( )

( 2 )

SERSS

a
Yh Xh YhXhh

h h X Y X Y

Var R

WR
mr

σ σσ

µ µ µ µ=

= + −∑
 

 
 

( )

( ) [ ]

2 2
1 12

22
2

1

2 2
1 1 1

2
2

( 1)
(

h

h

h Xh rL Xh
h

h a h h h

h Yh r
Yh

h Y

r
WR
mr r

r

r

σ σ

µ

σ σ

µ

+⎛ ⎞
⎜ ⎟
⎝ ⎠

= +

− +⎡ ⎤
⎢ ⎥⎣ ⎦

− +

+

+

+

∑
 

               
                             

[ ] ( )

)

)1(

2 2
1

2
111

YXh

r
Yh

r
Xh

YhXhh

r

r
hh

µµ

σσ
⎟
⎠

⎞
⎜
⎝

⎛ +
⎥
⎦

⎤
⎢
⎣

⎡ ++−

− .   

                                                      (4.6) 
Ranking on which variable? 

Again, since we can not rank on both 
variables at the same time and some time it is 
easier to rank on one variable than the other, 
then we need to decide on which variable we 
should rank. We need to compare the variance of 

1SERSSR̂  in (4.3) and variance of 2SERSSR̂  

in (4.6). 
Theorem 4.2 :  Assume that there are L 

linear relations between Yh  and X h , i.e., 
ρ h > 0  and it is easy to rank on variable X .  

Also assume that the approximation to the 
variance of the ratio estimators 1SERSSR̂  and 

2SERSSR̂  given in equations (4.8) and (4.11) 

respectively are valid and the bias of the 
estimators can be ignored, and if underlying 
distribution is Normal or Logistic distribution, 
then )1

ˆ()2
ˆ( SERSSRVarSERSSRVar ≤  

Proof: The proof is similar to that of 
Theorem 3.2. Finally in this case it is always 
recommended to rank on variable that will be 
used in the denominator of the ratio estimator if 
we wish to estimate the mean or total of the 
populaton using the ratio estimator method when 
the data is selected according SERSS method. 

Simulation Study 
Computer simulation was conducted to 

gain insight in the properties of the ratio 
estimator.  Bivariate random observations were 
generated from a bivariate normal distribution 
with parameters µ µ σ σX Y X Y, , ,  and 
correlation coefficient ρ .  Also we deviled the 
data into three strata and in some cases into four 
strata. The sampling methods described above 
are used to draw SERSS, SRSS and SSRS with 
sets of size r .  We repeat this process m  times 
to get samples of size rmn = . The simulation 
was performed with =r 20, 30, and 40 and with 

10=m  for the SERSS, SRSS and SSRS data 
sets. The ratio of the population means was 
estimated from these samples. Using 2000 
replications, estimates of the means, and mean 
square errors were computed. 

The ranking was considered on either 
variable Y or X i.e., the ranking in one of the two 
variables would be perfect while the second with 
errors in ranking. Results of these simulations 
are summarized by the relative efficiencies of 
the estimators of the population ratio and by the 
bias of estimation for different values of the 
correlation coefficient ρ . Introduced here is 
only one table for efficiency when ranking on X 
and one for the bias, since other tables give the 
same conclusion Results of the simulation is 
given in Table 2 for the efficiency when ranking 
on variable X. Table 3 shows the bias of the 
estimators when ranking on the variable X. The 
efficiency of the ratio estimator is defined by 

 

)(
)(

),(
SERSS

SSRS
SERSSSSRS RMSE

RMSE
RReff = . 

Results 
 

It is concluded that the highest gain in 
efficiency is obtained by ranking of the variable 
X and with large values of negative ρ . For 

example in Table 2, ),( SERSSSSRS RReff  
when ( ρ =.90, r = 40 & m=10) is 1.69 while 
when ),( SERSSSSRS RReff  ( ρ =-.90, r = 40 
& m=10) is 3.05. Also, our simulation indicates 
the following: 

 



SAMAWI & SAEID 129 

 
  

 
 
 
 

 
 

 
 
             

 
 
                                                  
 

 
 
 
 
 
 
 

Table 2. Efficiency when ranking on variable X 
 

Wh :  .3 / .3 / .4 
µ xh :  2  /  3 / 4 

 
µ yh :  3 / 4  /  6 

σ xh :  1 / 1  /  1 
 

σ yh :  1 / 1  /  1 
R= 1.45 Eff. In Combine Eff. in Separate 

ρ  r  
SERSS
SSRS  

SERSS
SRSS  

SERSS
SSRS  

SERSS
SRSS  

 
.99 

 

20 
30 
40 

2.1720 
2.4724 
2.7212 

0.7562 
0.6932 
0.6762 

2.2231 
2.5604 
2.7328 

0.7499 
0.6853 
0.6690 

 
.90 

 

20 
30 
40 

1.5512 
1.7122 
1.6920 

0.8679 
0.8353 
0.8103 

1.5715 
1.7312 
1.7320 

0.8590 
0.8354 
0.8089 

 
.70 

 

20 
30 
40 

1.5385 
1.5100 
1.4787 

0.9894 
0.8221 
0.8319 

1.5480 
1.5243 
1.4745 

0.9840 
0.8218 
0.8280 

 
.50 

 

20 
30 
40 

1.5079 
1.4670 
1.5491 

0.9055 
0.9231 
0.8471 

1.5326 
1.4791 
1.5630 

0.9074 
0.9270 
0.8460 

 
.25 

 

20 
30 
40 

1.5039 
1.7163 
1.6810 

0.8925 
0.8597 
0.8471 

1.5273 
1.7399 
1.6991 

0.8921 
0.8598 
0.8462 

 
-.25 

 

20 
30 
40 

1.7585 
1.8502 
1.9663 

0.8268 
0.8042 
0.7738 

1.7780 
1.8654 
1.9830 

0.8235 
0.8042 
0.7751 

 
-.50 

 

20 
30 
40 

1.8968 
2.2485 
2.3928 

0.7978 
0.7770 
0.6844 

1.9015 
2.2664 
2.4007 

0.7978 
0.7759 
0.6832 

 
-.70 

 

20 
30 
40 

2.2086 
2.5975 
2.4561 

1.2115 
1.3015 
1.5529 

2.2175 
2.6208 
2.4784 

1.2149 
1.3064 
1.5572 

 
-.90 

 

20 
30 
40 

2.5302 
2.8748 
3.0556 

0.7841 
0.7002 
0.5546 

2.5749 
2.8924 
3.0866 

0.7788 
0.6963 
0.5505 

 
-.99 

 

20 
30 
40 

2.6394 
3.0000 
3.1623 

0.7176 
0.6558 
0.5275 

2.7023 
3.0266 
3.1902 

0.7219 
0.6535 
0.5269 
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1. When ranking on variable X, the efficiency 
will decrease with decreasing the value of  ρ         
from 0.99 to  0.50, and start to increase as ρ  
decreases from 0.25  to -0.99. 
2. The efficiency will increase when the even 
sample size increased by increasing the number 
of elements in each set (r). 
3. There will be no change in the efficiency if 
the sample size increased by increasing the cycle 
size m. 
4. For fix ρ , we noted that in combined case, as 
r increase the efficiency will increase, for all 
values of ρ  positive or negative except, in some 
cases when (r =30) and ρ  positive.  
5.  Also, for fix ρ , we note that in separate case, 
as r increase the efficiency will increase, for all 
values of ρ  positive or negative, except in some 
cases when (r =30) and ρ  positive.  
6.  For fix r, we note that in combined case the 
efficiency will decrease from 0.99 to 0.50, and 
then after this will increase from 0.25 to –0.99. 
7.  Also, for fix r and change ρ  , we note that in 
separate case the efficiency will decrease from  
0.99 to 0.50, and then after this will increase 
from 0.25 to -0.99. 
8. We note that the efficiency in combined case 
less than in separate case. That is because the 
sample size within each stratum is small.  
9. The bias will decrease when increasing the 
number of increases the even sample size r  
elements in each set. 
10. The bias in combined case is less than the 
corresponding bias in separate case. 
 
Application: Bilirubn Level in Jaundice 
Babies 
 Introduced is a real life example about 
Bilirubin level in jaundice babies who stay in 
neonatal intensive care. Most of birth surveys on 
live newborns Birth showed that jaundice is 
common. Jaundice in new Born can be 
pathological physiological which start on second 
day of life and it has relationship with race, 
method of feeding and Gestational age. 
  
 
 
 

Jaundice is observed during the first 
week of life, and neonatal jaundice is a common 
problem. It is possible that the generally 
accepted levels are too high and may produce 
some high tone hearing loss. 
 Most of neonatal jaundice appears on 
second day of life. Most of normal newborn 
babies leave the hospital after 24 hours of life. 
Therefore, the primary concern will be on 
baby’s who staying in neonatal intensive care. 
Physicians are interesting in the jaundice, 
according to its important and risk on the 
hearing, brain and death.  We will focus on the 
weight and bilirubin level in blood (tsb) for the 
babies. The data were collected on 120 babies, 
who stay in neonatal intensive care, in four 
Jordanian hospitals (see Samawi and Al-
Sagheer, 2001.) The data were divided into two 
strata, male stratum of size N1=72 and female 
stratum of size N2=48. 
 The following are the exact population 
values of the data 

For Males it was found that: 
91.21 =Xµ     ,  75.01 =Xσ    ,  97.111 =Yµ   ,   
52.51 =Yσ     and   22.01 =ρ . 

For Females it was found that: 
82.22 =Xµ     ,  64.02 =Xσ    , 97.92 =Yµ   ,   
11.42 =Yσ    and   37.02 −=ρ . 

Also, for the whole data it was found 
that: 87.2=Xµ     ,  71.0=Xσ , 18.11=Yµ , 

08.5=Yσ    and 06.0=ρ Two strata exist  
( L=2),  m=2 and  r=10, which produce n = r.m 

= 20 6.0
120
72

1 ==W   ,  4.0
120
48

2 ==W . For 

Male : .6 ;12206.0 11 ==×=  rn  For Female:  
.4  ;8204.0 22 ==×= rn  
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Table 2: Bias of the ratio estimators when ranking on variable X 
 

Wh: 0..3/  0.3/ 0.4 Xhµ :2 / 3 / 4 Xhσ :1 / 1 / 1 
R=1.45 

Yhµ :3 / 4 / 6 Yhσ :1 / 1 / 1 
ρ  r Combined 

SRSS 
Combined 
SSRS 

Combined 
SERSS 

Separate 
SRSS 

Separate 
SSRS 

Separate 
SERSS 

20 -0.0002 0.0003 0.0001 -0.0001 0.0009 0.0003 
30 0.0000 -0.0001 0.0000 0.0001 0.0001 0.0000 

0.99 

40 0.0001 0.0002 0.0000 0.0001 0.0004 0.0000 
20 0.0001 0.0002 0.0003 0.0003 0.0009 0.0006 
30 0.0002 0.0007 0.0000 0.0003 0.0011 0.0001 

0.90 

40 -0.0002 0.0000 0.0000 -0.0002 0.0003 0.0000 
20 0.0005 0.0003 0.0007 0.0007 0.0013 0.0011 
30 0.0003 0.0000 0.0002 0.0004 0.0006 0.0004 

0.70 

40 0.0004 0.0000 -0.0001 0.0005 0.0003 0.0000 
20 0.0003 0.0011 -0.0005 0.0006 0.0023 -0.0001 
30 0.0007 0.0003 0.0005 0.0009 0.0011 0.0008 

0.50 

40 0.0006 0.0003 0.0001 0.0007 0.0009 0.0002 
20 0.0005 0.0010 0.0001 0.0010 0.0025 0.0008 
30 0.0000 -0.0006 0.0002 0.0003 0.0004 0.0005 

0.25 

40 0.0002 0.0000 -0.0001 0.0003 0.0006 0.0001 
20 -0.0002 0.0007 0.0003 0.0004 0.0029 0.0012 
30 0.0005 0.0000 0.0001 0.0008 0.0013 0.0005 

-0.25 

40 -0.0005 -0.0003 -0.0003 -0.0003 0.0007 0.0000 
20 0.0000 -0.0011 0.0003 0.0006 0.0011 0.0013 
30 -0.0002 -0.0002 0.0000 0.000 0.0013 0.0004 

-0.50 

40 -0.0004 -0.0003 -0.0004 -0.0002 0.0009 0.0000 
20 0.0001 0.0006 -0.0003 0.0009 0.00031 0.0006 
30 -0.0002 0.0000 0.0000 0.0000 0.0016 0.0006 

-0.70 

40 0.0003 0.0007 -0.0005 0.0005 0.0020 -0.0001 
20 -0.0008 0.0022 -0.0008 0.0000 0.0053 0.0003 
30 0.0002 -0.0004 0.0001 0.0006 0.0014 0.0007 

-0.90 

40 0.0000 0.0021 0.0003 0.0002 0.0036 0.0008 
20 0.0015 0.0022 0.0003 0.0024 0.0053 0.0016 
30 -0.0006 0.0008 -0.0001 -0.0002 0.0028 0.0004 

-0.99 

40 -0.0002 0.0000 0.0000 0.0000 0.0014 0.0005 
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Using SERSS & SSRS 
 We use the method of sampling SERSS 
and SSRS to get the following samples. Note 
that the ranking was on variable X (weight).The 
SERSS which is drawn is in Table 4. 

Based on the SERSS it was found that 
83.2ˆ 1 =Xµ ,  78.9ˆ 1 =Yµ ,  237.3ˆ 2 =Xµ ,  
74.11ˆ 2 =Yµ , 286.0ˆ 2

1 =Xσ ,  69.4ˆ 2
1 =Yσ , 

377.0ˆ 2
2 =Xσ ,  68.12ˆ 2

2 =Yσ . 
Also, for the SSRS it was found: 
58.2~

1 =Xµ , 29.8~
1 =Yµ , 97.2~

2 =Xµ , 
89.11~

2 =Yµ , 27.0~2
1 =Xσ , 81.23~2

1 =Yσ ,  
35.0~2

2 =Xσ ,  41.50~2
2 =Yσ .  

 
 

 
 
 
 
 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Now, ( ) 071.0ˆ
)(2 =sSERSSRarV      

( ) 082.0ˆ
)(2 =cSERSSRarV              

( ) 265.0ˆ
)( =sSSRSRarV              

( ) 266.0ˆ
)( =cSSRSRarV  
 

note that 
 

( )≤)(2
ˆ

sSERSSRarV ( ))(2
ˆ

cSERSSRarV and

( ) ≤)(
ˆ

sSSRSRarV ( ))(ˆ cSSRSRarV  

It is clear that this just illustration of the 
computations only.  However, still this 

conclusion indicates that the results in Sections 
3, 4 and 5 are correct. 

( ) ( ) 73.3),( 22 =sSERSSsSSRS RReff ,     

( ) ( ) 23.3),( 2 =cSERSScSSRS RReff     

( ) ( ) 00.1),( =sSSRScSSRS RReff          

( ) ( ) 15.1),( 22 =sSERSScSERSS RReff . 
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Table 4. The drawn samples using SERSS and SSRS methods. 
Cycle 

Number 
Females Males 

SERSS Sample  
tsb  Weight  tbs Weight 

4.80 4.15  7.06 2.80 
6.90 3.00  5.60 2.75 
7.80 3.15  5.50 3.70 
8.60 3.40  7.53 2.50 

   9.50 3.60 

 
 
 

1 

   9.20 1.85 
 

12.76 2.50  23.41 3.10 

8.82 1.55  10.24 3.50 
13.94 2.85  13.18 4.50 
14.59 2.10  14.00 3.10 

   16.20 3.65 

 
 
 

2 

   19.50 3.80 
SSRSS 

9.30 2.80  7.70 2.60 
5.50 3.00  6.12 3.20 
7.80 3.15  21.29 4.15 
5.40 2.65  10.94 2.60 

   9.50 3.60 

 
 

1 

   15.47 2.70 
 

9.24 2.60  8.71 2.45 
20.41 2.10  7.06 2.80 
13.10 2.85  7.60 2.20 
8.82 1.55  13.60 2.50 

   29.24 3.15 

 
 

2 

   5.50 3.70 
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