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 Abstract: This research aims to determine the factors of clean and healthy living 
behavior that influence environmental-based diseases in Lampung Province, 
Indonesia using structural equations with the Weighted Least Square diagonal 
estimation method. Data were collected from students living in all districts in 
Lampung Province, Indonesia (n = 8524). Our findings show that environmental-
based diseases are influenced by the clean and healthy living behavior of students 
in Lampung Province, Indonesia. The cleaner and healthier a society is, the smaller 
the incidence of environmental-based diseases in the community. Factors such as 
the use of clean water, the habit of washing hands, the use of clean water in latrines 
and the habit of not smoking, can reduce the number of people suffering from 
environmental-based diseases by 31%, 4%, 12%, 16%, respectively.  
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1. Introduction 

Clean and healthy living behavior (CHLB) can create a better quality of life, this behavior must be pursued 
and carried out continuously so that it becomes a habitual and cultural pattern in society. Apart from that, clean 
and healthy living behavior can create conditions for individuals, families, groups and communities, by opening 
lines of communication, providing information and providing education to improve knowledge, attitudes and 
behavior, through a leadership approach (advocacy), building an atmosphere (social support) as well as community 
empowerment as an effort to help people recognize and overcome their own problems, in their respective 
environments so they can adopt healthy lifestyles. Study by [1] has found that poor clean and healthy living 
behavior could influence the incidence of diarrhea. In addition, CHLB is also a preventive measure (preventing a 
disease or health disorder) and can improve a person’s health status [2]. 

The problem of CHLB in the community in Indonesia is an important topic that is of concern to many parties 
because as we know, individuals who have a healthy lifestyle will achieve higher life goals. The percentage of 
CHLB in Indonesia during the COVID-19 pandemic in the community, among students and children were 52–
77.5%, 52–77.5%, and 50–86.49%, respectively [3] A study by [4] showed that there is a relationship between 
knowledge and attitudes about clean and healthy living habits to prevent transmission of COVID-19. Apart from 
that, the higher the public’s knowledge, the more positive attitudes and behavior shown to prevent COVID-19, the 
better it will be [5]. Apart from that, children aged 7–12 years are the right age to acknowledge about CHLB [6]. 
The importance of CHLB for the family makes the individuals in it oriented toward family health [7] and CHLB 
problems can actually be handled effectively with a holistic approach with a focus on action for their health [8]. 
CHLB itself affects health. clean and healthy living behavior and a healthy place to live have an effect on reducing 
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the incidence of ARI in children [9]. CHLB also affects diarrheal disease. However, diarrhea can be prevented 
with good hygiene habits. The realm of health behavior consists of knowledge, attitudes, and actions [10]. 

It is very important to know the importance of healthy living because it can form public awareness to start 
practicing healthy living. Where consuming healthy food, exercising regularly, and developing healthy social 
habits, can improve a person’s physical and mental health [11]. Clean and Healthy Living Behavior is also 
important for heart health promotion, disease risk reduction, and disease prevention. CHLB behavior which 
includes food intake patterns, physical activity and not smoking is used as the main component for children, 
adolescents and adults from various populations [12]. It is stated that adopting a healthy lifestyle can significantly 
increase life expectancy regardless of the presence of multimorbidity [13]. A cultural approach can also be used 
to improve CHLB practices among students [14,15]. Environmental-based diseases such as chronic obstructive 
pulmonary disease, especially asthma, bronchitis, and emphysema, have been linked to exposure to environmental 
tobacco smoke [16]. One of the main risk factors for infections in the respiratory tract, digestive tract, reproductive 
tract and other systems in humans is smoking. Smoking can also increase the prevalence of HIV and tuberculosis. 
Quitting smoking can reduce the risk of infection. Therefore, smoking cessation education is needed to prevent 
and reduce disease infections caused by tobacco use [17]. 

Structural Equation Modeling (SEM) is a combination of regression analysis methods, factor analysis, and 
path analysis techniques used to build and test statistical models in the form of causal models where changes in 
one variable have an impact on other variables [18]. There are some estimation methods in SEM such as Partial 
Least Square (PLS) and Diagonally Weighted Least Square (DWLS) estimation methods with their respective 
categories and assumptions. The DWLS method is suitable for ordinal size scale data. DWLS itself is a consistent 
estimator and does not depend on the assumption of normality [19]. DWLS method is known to produce more 
accurate parameter estimates compared to the maximum likelihood method [20,21]. This method also produces a 
more robust estimator for data with small categories and abnormalities [22–34] and produces root mean square 
error (RMSE) and Tucker-Smaller Lewis index [25], also a better RMSE of Approximation, Comparative Fit Index 
(CFI) and standardized root mean square residual (SRMR) values [26] and as a parameter estimator the DWLS 
method has complete information [27]. Furthermore, DWLS uses all available information to estimate model 
parameters, including, for example, not only the assignment of indicators to latent factors, but also whether latent 
factors are correlated [28]. 

SEM-DWLS estimation is used to estimate a regression model consisting of one binary dependent variable 
predicted by ten continuous independent variables that are allowed to correlate with each other. SEM was used to 
analyze these data and obtain robust DWLS estimates of nonstandard regression coefficients for continuous 
independent variables, by regressing the dichotomous dependent variable on a set of ten continuous variables [29]. 
SEM-DWLS can be implemented on health data to construct models of healthy living habits [30]. Most health and 
survey data use a Likert scale so that the data is not normally distributed. Therefore, DWLS is a solution to that 
problem [31,32]. In this article the author wants to apply the SEM-DWLS estimation method to determine the 
factors of clean and healthy living behavior that can influence environmentally based diseases in communities in 
Lampung Province, Indonesia. 

2. Structural Equation Modelling (SEM) 

According to [18], SEM modeling is a statistical technique that is capable of analyzing relationship patterns 
between latent variables and their indicators, one latent variable with other latent variables, as well as direct 
measurement errors. SEM helps establish relationships between several variables and establish three or more 
relationships under controlled conditions. Apart from that, SEM is also able to measure how well a phenomenon 
is connected and furthermore its effectiveness and the path structure resulting from various factors [33,34].  

In SEM there are 2 types of latent variables, namely exogenous and endogenous. The exogenous variable (ξ) 
is the independent variable in all equations in the model, while the endogenous variable (η) is the dependent 
variable in at least one equation in the model [35]. Observed variables or measurable variables are variables that 
can be observed or measured empirically and are often called indicators [36]. Observed variables that are related 
to or are the influence of the exogenous latent variable (ξ) are labeled X, while those related to the endogenous 
latent variable (η) are labeled Y. 

In general, the Structural Equation Model is defined as follows: Suppose it is a random vector 𝜂் ൌ
ሺ𝜂ଵ, 𝜂ଶ, … , 𝜂௠ሻ dan 𝜉் ൌ ሺ𝜉ଵ, 𝜉ଶ, … , 𝜉௡ሻ respectively are endogenous and exogenous latent variables which form 
simultaneous equations with a system of linear equation relationships [37]: 

𝜼 ൌ 𝚩𝜼 ൅ 𝚪𝝃 ൅ 𝜻 
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with 𝚩 is 𝑚 ൈ𝑚 the coefficient matrix of endogenous latent variables 𝑚 ൈ𝑚, 𝚪 : 𝑚 ൈ 𝑛 the coefficient 
matrix of exogenous latent variables, 𝜼 is 𝑚 ൈ 1 vector of endogenous latent 𝝃 is 𝑛 ൈ 1 vector of exogenous 
latent variables, 𝜻 is 𝑚 ൈ 1 random residual vector of the relationship between 𝜼 and 𝝃. The assumptions are 
𝐸ሺ𝜼ሻ ൌ 0, 𝐸ሺ𝝃ሻ ൌ 0, 𝐸ሺ𝜻ሻ ൌ 0; 𝝃 is uncorrelated with 𝜻. In forming the model, SEM is divided into two 
models, namely measurement models and structural modeling. In the measurement model, each latent variable is 
modeled as a factor underlying the related observed variable. What is meant by “loading factor (λ)” is connecting 
latent variables with observed variables. SEM has two different loading factors, namely one matrix on side X (λX) 
and another matrix on side Y, namely (λY). The random vectors 𝝃 and 𝜼 cannot be measured directly but through 
indicator variables, namely the variables 𝒀ᇱ ൌ ሺ𝑦ଵ,𝑦ଶ, … ,𝑦௣ሻ  and 𝑿ᇱ ൌ ሺ𝑥ଵ, 𝑥ଶ, … , 𝑥௤ሻ which measured by a 
measurement model, stated as: 

𝐗 ൌ 𝚲𝑿𝝃 ൅ 𝜹 
𝐘 ൌ 𝚲𝒀𝜼 ൅ 𝜺 

A measurement model with three observed variables and one exogenous latent variable can be written as 
𝑋௜ ൌ 𝜆௑௜௜𝜉௜, with 1 = 1, 2, ..., n. 

Furthermore, structural modeling is a model that describes the relationship between latent variables [35]. In 
SEM, exogenous latent variables can “covary” freely and the covariance matrix of these variables is characterized 
by Φ. According to [37], the form of the structural equation model is obtained by 𝛈 ൌ  𝚩𝛈 ൅  𝚪𝛏 ൅ 𝛇 or can be 
written as 𝛈 ൌ  ሺ𝚰 െ 𝚩ሻି𝟏ሺ 𝚪𝛏 ൅ 𝛇ሻ. In addition, the structural model with two endogenous variables and one 
exogenous variable can be written as: 𝜂ଵ ൌ 𝛾ଵଵ𝜉ଵ ൅ 𝜁ଵ; 𝜂ଶ ൌ 𝛾ଶଵ𝜉ଵ ൅ 𝛽ଶଵ𝜂ଵ ൅ 𝜁ଶ 

In forming a structural model, the relationship between latent variables is similar to the linear regression 
equation between the latent variables. The parameter that shows the regression of an endogenous latent variable 
against an exogenous latent variable is given the symbol (γ), while the regression parameter for an endogenous 
latent variable against another endogenous latent variable is given the symbol (β).  

Parameter estimates for the model are used to obtain values for the parameters in the model. In structural 
equation models, parameter estimation is used to obtain estimates of each parameter specified in the model which 
forms a matrix ∑ሺ𝛉ሻ such that the parameter values are as close as possible to the values in the S matrix (the 
sample covariance matrix of the observed variables). The sample covariance matrix (S) is used to represent the 
population covariance matrix (𝚺) because the population covariance matrix is unknown. 

Based on the null hypothesis, efforts are made to ensure that the difference between S and ∑ሺ𝛉ሻ is close to 
or equal to zero. This can be done by minimizing the function 𝐅ሺ𝐒,∑ሺ𝛉ሻሻ through iteration [35]. Estimation of 
the model can be done using one of the available estimation methods. Estimation methods that can be used in 
structural equation models are Instrumental Variables (IV), the general least squares method (Generalized Least 
Square, GLS), Maximum Likelihood (ML), weighted least squares method (WLS) and DWLS. 

2.1. Diagonally Weighted Least Square (DWLS) Estimates 

The Diagonally Weighted Least Square method or diagonally weighted least squares method is obtained by 
implementing or using the diagonal weight matrix W from the WLS estimator by minimizing the function: 

𝐅𝐃𝐖𝐋𝐒ሺ𝜽ሻ ൌ  ሺ 𝐬 െ  𝝈ሻᇱ 𝐝𝐢𝐚𝐠 ሺ𝐖ሻି𝟏ሺ 𝐬 െ  𝝈ሻ (1)

with 𝐬′ is a vector containing the elements of the lower triangle and the diagonal of the sample covariance matrix 
S as a parameter estimate. Meanwhile, 𝛔ᇱ it is a vector that contains the elements of the lower triangle and the 
diagonal of the covariance matrix ∑ሺ𝛉ሻ  in the model. Matrix S and 𝛔ᇱ is a symmetric and positive definite 
matrix. 𝐖ି𝟏is the inverse of the weighting matrix W for the error matrix which is an asymptotic variance matrix 
whose elements are written 𝐖𝐢𝐢,𝐤,𝐤 [38]. 

The DWLS method is a method that is not affected by violations of multivariate normality. DWLS can be 
less stable if used for large models and small samples [38]. The weakness of this method is that the number of 
variables in the model must be small, namely less than 20 variables [34]. 

To obtain a diagonally weighted least squares estimator, first from a structural equation model, namely: 

𝛈 ൌ  𝛃𝛏 ൅  𝛇 (2)

From Equation (2), the error is: 

𝛇 ൌ 𝛈 െ  𝛃𝛏 (3)

Then substitute the error in Equation (3) into Equation (1), so that the sum of the remaining squares is 
obtained as follows: 



Saidi et al.   J. Mod. Appl. Stat. Methods 2025, 24(2), 1 

https://doi.org/10.53941/jmasm.2025.100001  4 of 11  

𝑭𝑫𝑾𝑳𝑺 ൌ  𝛇ᇱ 𝒅𝒊𝒂𝒈 ሺ𝑾ି𝟏ሻ𝛇 
ൌ  ൫𝛈 െ  𝜷෡𝛏൯

ᇱ
 𝒅𝒊𝒂𝒈 ሺ𝑾ି𝟏ሻ൫𝛈 െ  𝜷෡𝛏൯ 

ൌ  ൫𝛈 െ  𝜷෡𝛏൯
ᇱ
൫𝒅𝒊𝒂𝒈 ሺ𝑾ି𝟏ሻ𝜼 െ 𝒅𝒊𝒂𝒈 ሺ𝑾ି𝟏ሻ𝜷෡𝛏൯ 

ൌ  𝛈ᇱ𝒅𝒊𝒂𝒈 ሺ𝑾ି𝟏ሻ𝜼 െ 𝜼ᇱ𝒅𝒊𝒂𝒈 ሺ𝑾ି𝟏ሻ𝜷෡𝛏 െ 𝝃ᇱ𝜷෡′𝒅𝒊𝒂𝒈 ሺ𝑾ି𝟏ሻ𝜼 ൅ 
𝛏′𝜷′෡  𝒅𝒊𝒂𝒈 ሺ𝑾ି𝟏ሻ𝜷෡𝛏 

ൌ 𝜼ᇱ𝒅𝒊𝒂𝒈 ሺ𝑾ି𝟏ሻ𝜼 െ 𝟐𝝃ᇱ𝜷෡′𝒅𝒊𝒂𝒈 ሺ𝑾ି𝟏ሻ𝜼 ൅  𝝃ᇱ𝜷෡′𝒅𝒊𝒂𝒈 ሺ𝑾ି𝟏ሻ𝜷෡𝛏  

(4)

Because 𝜼ᇱ𝒅𝒊𝒂𝒈 ሺ𝑾ି𝟏ሻ𝜷෡𝛏 is a scalar, its form is the same as the transpose is  

𝜷෡𝛏 𝒅𝒊𝒂𝒈 ሺ𝑾ି𝟏ሻ𝜼. 

To obtain an estimator so that the residual sum of squares is as small as possible, then differentiate Equation 
(4) with respect to 𝜷, then we obtain the equation as following: 

𝝏𝑭𝑫𝑾𝑳𝑺

𝝏𝜷෡
ൌ െ𝟐𝝃ᇱ𝒅𝒊𝒂𝒈 ሺ𝑾ି𝟏ሻ𝜼 ൅  𝟐𝝃ᇱ𝒅𝒊𝒂𝒈 ሺ𝑾ି𝟏ሻ𝜷෡𝛏 (5)

by minimizing 𝝏𝑭𝑫𝑾𝑳𝑺

𝝏𝜷෡
ൌ 𝟎 then it is obtained:  

𝜷෡ ൌ ሺ𝝃ᇱ𝒅𝒊𝒂𝒈 ሺ𝑾ି𝟏ሻ𝛏ሻି𝟏𝝃ᇱ𝒅𝒊𝒂𝒈 ሺ𝑾ି𝟏ሻ𝜼 (6)

𝜷෡ is an unbiased estimator of 𝜷, with E(𝜻ሻ = 0 

2.2. Goodness of Fit Test 

To find out whether the model obtained is the right model to describe the actual data, a goodness of fit model 
is carried out. Evaluation of the level of suitability of the data to the model is carried out through several stages, 
namely overall model suitability, measurement model suitability, and structural model suitability. The degree of 
Goodness of Fit was assessed using the Adjusted Goodness of Fit Index (AGFI), Goodness of Fit Index (GFI), 
Root Mean Square Residual (RMSR), Root Mean Square Error of Approximation (RMSEA), Chi-Square 
statistical test and N Criterion. If the Chi-square value is smaller than 3.0 and the p value is greater than 0.05 then 
the model is fit. In addition, if the GFI and AGFI values are greater than 0.90, it means that the model developed 
is acceptable. In addition, the model is said to be good if the RMSR or RMSEA is ≤ 0.05 and CN > 200 [18]. 

3. Materials and Methods 

Data was obtained from the results of a survey conducted on 8524 students in Lampung Province, Indonesia 
using proportional sampling techniques. The frame work of survey instrument was adapted from [39]. The 25-
item questionnaire was created in the form of a self-administered questionnaire. Before the survey was conducted, 
the validity and reliability test of the questioner was first carried out for each indicator (question) using a sample 
of 200 people. The results of the validity and reliability tests show that the research indicators are valid and have 
high reliability. The latent variables and indicators used in this research are as shown in Table 1. 

To start SEM-DWLS modeling, steps are taken to design the model. Next, model identification is carried out. 
After that, parameter estimation was carried out and a model suitability test was carried out using the Goodness of 
Fit model test. The final step is to choose the best model and interpret the model. The design of the research model 
according to the variables listed in Table 1 is to build an SEM-DWLS model to see what CHLB factors influence 
environmental-based disease (Y) directly or indirectly. The model design in this study is presented in Figure 1. 

In mathematical equations it can be written as: 

𝒀 ൌ 𝜸𝟏𝟏𝑿 ൅ 𝜻𝟏; (7)

𝒀 ൌ 𝜸𝟐𝟏𝑿𝟏 ൅ 𝜸𝟐𝟐𝑿𝟐 ൅ 𝜸𝟐𝟑𝑿𝟑 ൅ 𝜸𝟐𝟒𝑿𝟒 ൅ 𝜻𝟐 (8)

where, 𝒀𝒋 is an endogenous latent vector variable, with j = 2, 𝑿𝒃 are vector of endogenous latent variables, with 
values 𝑏 ൌ 1, 2 , 3 and 4, 𝜸𝒋𝒃: coefficient matrix 𝝃, with values 𝑗 ൌ 1 and 𝑏 ൌ 1, 2, 3 and 4, 𝜻𝒋 : structural 
error, with values 𝑗 ൌ 1. 
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Table 1. Research variables and indicators. 

CHLB (X) Environmental-Based Diseases (y) 

Latent Variables Indicators Latent 
Variables Indicators 

Using clean water 
(X1) 

Water sources are free 
from pollutant sources and 

disturbing factors (X11) 

Environmental-Based 
Diseases (Y) 

Coughing and colds that take for about 
14 days (ARI) (Y1) 

Use clean water to wash 
vegetables and fruit as 
well as to process food 

ready to eat (X12) 

 

The frequency of bowel movements 
increases and the consistency of stool is 

soft or runny for less than 14 days 
(diarrhea) (Y2) 

Cooking water to drink 
family until it boils (X13) 

 Suffering from intestinal worms (Y3) 

Not dipping hands in water 
that has been processed 

into drinking water (X14) 
 Cough with phlegm more than 2-3 

weeks (tuberculosis)(Y4) 

Wash eating and drinking 
utensils with soap and 
clean water before use 

(X15) 

 Experience rashes, redness, itching on 
the skin (skin disease) (Y5) 

Clean water is stored in a 
clean place and is always 

closed (X16) 
 Have a health condition that is sensitive 

to poor air quality (air sensitivity) (Y6) 

Wash hands with 
clean water and soap 

(X2) 

Wash your hands with 
clean water and running 

water (X21) 
  

Wash your hands with 
soap after defecating (X22)   

Wash your hands with 
soap after sneezing, 

coughing, throwing snot 
and after returning from 

traveling (X23) 

  

Wash hands with soap 
after playing and holding 

animals (X24) 
  

Wash the soap before and 
after eating (X25) 

  

Using healthy 
latrines (X3) 

Latrine is available (X31)   
Using a toilet to defecate 

(X32) 
  

Using a toilet to urinate 
(X33)   

Latrines are cleaned every 
day (X34) 

  

Available clean water and 
cleaning tools in the toilet 

(X35) 
  

All family members use 
latrines (X36) 

  

Inside the latrine there is 
no visible dirt, no insects 

and mice roam (X37) 
  

Do not smoke (X4) Do not smoke (X41)   
Sport (X5) Sporting is regularly (X51)   

The measurement model that will be designed consists of 26 indicator variables where the latent variable Y 
consists of 6 indicator variables, the latent variable X1 consists of 6 indicator variables, the latent variable X2 
consists of 5 indicator variables, the latent variable consists of 2 indicator variables. The latent variable X consists 
of 4 indicators. Each indicator variable has a measurement error (ÿ). The design of the measurement model is 
presented in the following equation: 
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𝑋1 ൌ 𝜆௑భೌ𝑋ଵ௔ ൅ 𝛿ଵ, where a = 1, 2, ..., 6  
𝑋2 ൌ 𝜆௑మ್𝑋ଶ௕ ൅ 𝛿ଶ, where b = 1, 2, ..., 5 
𝑋3 ൌ 𝜆ଷ௖𝑋ଷ௖ ൅ 𝛿ଷ, where c = 1, 2, ..., 7  
𝑋4 ൌ 𝜆௑ర೏𝑋ସௗ ൅ 𝛿ଶ, where a = 1, 2 
𝑌 ൌ 𝜆௒೔𝑌௜  ൅ 𝜀௜, where i = 1, 2, …, 6  
𝑋 ൌ 𝜆௑ೕ𝑋௝ ൅ 𝛿௝, where j = 1, 2, …, 4 

 

Figure 1. SEM-DWLS Modeling Design. 

4. Results and Discussion 

Descriptive analysis of data with n = 8524 respondents consisting of the variables age, gender, education, 
employment, income, place of residence (city/village) and type of water used. The majority of respondents were 
female with a percentage of 61% while men were 39%. The average age is 24.85 years with the majority aged 
between 15–20 years. Then there are quite a lot of people aged 20 to 29 years old. This is in line with the majority 
of jobs surveyed being students, namely 62%. Where the majority of people have no income, namely 66%. The 
survey results also show that the majority of people live in urban areas. Meanwhile, the results of descriptive 
analysis of data regarding CHLB and environmental-based diseases are presented in Table 2 below. 

Table 2. Descriptive analysis of data regarding CHLB and environmental-based diseases. 

A. CHLB Indicator Percentage 
1 Uses clean water 91% 
2 Wash hands with clean water and soap 95% 
3 Using a healthy toilet 90% 
4 Do not consume cigarettes 74% 
5 Doing sport regularly 42% 

B. Environmentally based diseases  
1 Acute Respiratory Infections (ARI), 32% 
2 Diarrhea 25% 
3 Worms 10% 
4 Tuberculosis 19% 
5 Skin disease 33% 
6 Air sensitive 27% 
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Based on Table 2, the implementation of CHLB among students is quite high, namely above 75%. The highest 
was washing hands with clean water and soap at 95% and the lowest was doing regular exercise at 42%. Overall 
CHLB implementation is 78%. The diseases that people often experience are skin diseases at 33% and the rarest 
are worms at 10%. Overall, 24% suffered from environmental-based illnesses. This condition is inversely 
proportional to the implementation of CHLB in society. 

Based on the model design that has been created, model formation begins with identifying indicators 
(observed variables) for all late variables. Model identification is carried out through path analysis by looking 
loading factor coefficient. Loading factor is the magnitude of the correlation coefficient between an indicator and 
its latent construct. Indicators with high loading factors have a higher contribution to explaining the latent 
construct. On the other hand, indicators with low factor loadings have a weak contribution to explaining the latent 
construct. According to [18,40] a factor loading of 0.50 or more has validation that is strong enough to explain the 
latent construct. Meanwhile, according to [41] the weakest factor loading that can be accepted is 0.40. Using the 
help of R software version 4.3.2, the following loading factor coefficients are presented in Table 3 as well as the 
parameter estimation, p-value and t-value of indicators for the latent variable. 

Table 3. Model Identification Through Path Analysis. 

No Variable Indicator Estimate Std. Err t-Value p-Value Load. 
Factor 

1 X1 

X11 1.000       0.510 
X12 1.612 0.084 19.157 0.000.. 0.823 
X13 0.870 0.054 16.094 0.000.. 0.444 
X14 1.176 0.067 17.550 0.000.. 0.600 
X15 1.774 0.092 19.257 0.000.. 0.906 
X16 1.351 0.073 18.549 0.000.. 0.690 

2 X2 

X21 1.000       0.916 
X22 0.911 0.031 28.991 0.000.. 0.835 
X23 0.837 0.027 30.900 0.000.. 0.767 
X24 0.852 0.028 30.831 0.000.. 0.781 
X25 0.900 0.030 30.371 0.000.. 0.825 

3 X3 

X31 1.000       0.959 
X32 1.023 0.006 160.167 0.000.. 0.982 
X33 0.912 0.008 110.020 0.000.. 0.875 
X34 0.737 0.013 57.086 0.000.. 0.707 
X35 1.000 0.008 132.109 0.000.. 0.960 
X36 1.020 0.006 161.173 0.000.. 0.979 
X37 0.840 0.011 75.885 0.000.. 0.806 

9 Y 

Y1 1.000       0.750 
Y2 1.045 0.020 51.549 0.000.. 0.784 
Y3 1.066 0.024 44.069 0.000.. 0.799 
Y4 1.071 0.022 49.140 0.000.. 0.804 
Y5 0.888 0.020 43.664 0.000.. 0.666 
Y6 0.870 0.021 41.269 0.000.. 0.653 

11 X 

X1 1.000       0.926 
X2 1.507 0.087 17.283 0.000.. 0.777 
X3 1.418 0.082 17.317 0.000.. 0.699 
X4 1.104 0.075 14.645 0.000.. 0.522 
X5 0.179 0.044 4.031 0.000.. 0.085  

Based on model identification in Table 3, it shows that all indicators can represent latent variables 
significantly and can be included in the model. Only the X5 indicator has a factor loading coefficient <0.4, meaning 
that X5 is very weak in representing latent variables so it is not included in forming the best model. 

The next step is to carry out a model fit test to see the suitability of the model with the SEM-DWLS estimation 
method used. The model fit test was carried out on the entire model using the absolute fit test, incremental fit test, 
and parsimony fit test. Overall model fit tests are presented in Table 4. 
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Table 4. SEM-DWLS model suitability test. 

Goodness of Fit test Target Match Level Results Level Suitable 

RMSEA 

RMSEA ൑ 0.05 close fit 
0.05 ൏ RMSEA ൑ 0.08 good fit 

0.08 ൏ RMSEA ൑ 0.1 marginal fit 
RMSEA ൐ 0.1 poor fit 

0.036 Good fit 

NFI NFI ≥ 0,90 good fit  
0.80 ൑  NFI ൏ 0.9 marginal fit 0.97 Good fit 

GFI GFI ≥ 0,90 good fit  
0.80 ൑ GFI ൏ 0.9 marginal fit 0.98 Good fit 

AGFI AGFI ൒ 0.90 good fit 
0.80 ൑ AGFI ൏ 0.90 marginal fit. 0.98 Good fit 

IFI IFI ൒ 0.90 good fit 
0.80 ൑ IFI ൏ 0.90 marginal fit. 0.97 Good fit 

CFI CFI ൒ 0.90 good fit 
0.80 ൑ CFI ൏ 0.90 marginal fit. 0.97 Good fit 

TLI TLI ൒ 0.90 good fit 
0.80 ൑ CFI ൏ 0.90 marginal fit. 0.98 Good fit 

Based on Table 4, it can be seen that GFI, RMSEA, AGFI, NFI, IFI, CFI, TLI provide values indicating that 
the model built is in accordance with the data. In other words, the goodness-of-fit test shows the model fit. The 
final stage of SEM-DWLSmodeling is forming the best model. The final stage of SEM-DWLS modeling is 
establishing the best model. Based on Table 4 above, a model was obtained as shown in Figure 2. The best model 
produced will be used as a basis for analyzing the factors that influence CHLB. As seen in Figure 2, the variables 
that influence CHLB are variables X1 (Using Clean Water), X2 (Washing hands with clean water and soap), X3 
(Using Healthy Latrines). 

 

Figure 2. SEM-DWLS Model. 

From Figure 2, the final SEM-DWLS model can be written in equation form: 
(1) 𝑌 ൌ െ0.32𝑋ଵ െ 0.04𝑋ଶ െ 0.12𝑋ଷ െ 0.16𝑋ସ, for direct modeling. 
(2) 𝑌 ൌ െ20 𝑋, for modeling through variable X (CHLB) 
(3) 𝑋 ൌ 0.92 𝑋1 ൅ 0.78𝑋2 ൅ 0.70𝑋3 ൅ 0.52𝑋4, modeling CHLB indicators 
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The SEM modeling that was formed can be interpreted that by increasing CHLB in the community it can 
reduce PBL by 20%. If modeled based on CHLB factors, then implementing the use of clean water for daily needs 
of 1 unit will reduce the number of environmental-based disease cases by 32%. Likewise, increasing the habit of 
washing hands with clean water and soap will reduce the risk of environmental-based diseases by 4%. The same 
thing also happens if people use healthy latrines, it will reduce the risk of environmental-based diseases by 12%. 
Likewise, if people do not consume cigarettes, it will have an impact on reducing the risk of diseases originating 
from the environment by 16%, in this case respiratory-related diseases. Tobacco is closely related to environmental 
health, not only having a negative impact on individual health.  

Cigarettes and cigarette waste can enter the environment, polluting water, air and soil with toxic chemicals, 
heavy metals and nicotine residue [42] (Karaman, 2019). As stated by [43] WHO (2023), the products most 
scattered on the planet are tobacco products which contain more than 7000 toxic chemicals, which will enter our 
environment if thrown away. About 4.5 trillion cigarette filters pollute oceans, rivers, city sidewalks, parks, land 
and beaches every year around the world. Apart from that, other products also add to the accumulation of plastic 
pollution, such as cigarettes, smokeless tobacco and e-cigarettes which contain microplastics and are the second 
highest plastic pollution in the world. Therefore, to reduce the risk of environmental-based diseases in the 
community, the most important thing to provide sufficient clean water that the community can use for their daily 
lives. Then pay attention to the latrines used by the community to support reducing the risk of this environmental-
based disease. As well as reducing cigarette consumption and increasing the habit of washing hands. 

5. Conclusions 

Based on the results of the SEM-DWLS model used in this research data, it can be concluded that clean and 
healthy living behavior as measured by the indicators of using clean water, washing hands with clean water and 
soap, using a healthy toilet, and not smoking have a significant influence on behavior. live clean and healthy. 
influence on clean and healthy living behavior. environmentally based diseases. Where increasing clean and 
healthy living behavior in society will reduce the number of cases of disease originating from the environment. 
The use of clean water will be more significant in reducing the risk of environmental-based diseases. Then not 
smoking is also quite big in reducing the risk of environmental-based diseases. Two other variables may also 
reduce the risk of environmentally based diseases. 
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