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Testing Normality Against The Laplace Distribution

Taisuke Otsu
Cowles Foundation
Yae University

Some normality test statistics are proposed by testing non-nested hypotheses of the normal distribution
and the Laplace distribution. If the null hypothesis is normal, the proposed non-nested tests are
asymptotically equivalent to Geary’s (1935) normality test. The proposed test statistics are compared by
the method of approximate slopes and Monte Carlo experiments.
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Introduction

In statistical analysis, many models and methods
rey upon the assumption of normality, which
should be examined by some adequate tests.
However, in several data (eg. economic and
financial data), the existence of outliers is much
frequent, and the observations or disturbances
may have some leptokurtic distributions, where
the kurtosis is larger than three. In order to
detect such leptokurtic non-normal distributions,
we apply the method of non-nested testing
which has high sensitivity (power) for an
explicit alternative hypothesis.

Based on Cox (1961, 1962) and
Atkinson (1970), it this article non-nested test
statistics between the normal distribution and the
Laplace (or double-exponential) distribution,
which is a typical leptokurtic distribution are
proposed. All of the proposed test statistics
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are asymptotically normal. When the null
hypothesis is normal, these test statistics are
asymptotically equivalent to Geary's (1935)
normality test statistic.

In the context of regression models, the
maximum likelihood estimator with the Laplace
distribution error is the least absolute deviation
(LAD) estimator. Therefore, these test statistics
are aso useful to decide whether the LAD
regression or the conventional OLS regression
should be applied.

By applying Pesaran's (1987) strict
definition of non-nested hypotheses, we find that
the norma distribution and the Laplace
distribution are globally non-nested, and that the
power analysis using Pitman-type local
alternatives is not available. Therefore, these
non-nested test statistics are compared by the
method of approximate slope (or Bahadur
efficiency) developed by Bahadur (1960, 1967).
Furthermore, Monte Carlo simulations are
caried out to compare the small sample
properties of the proposed tests and other
conventional normality tests. Simulation results
indicate that these tests show reasonable
performances in terms of the size and power.

Non-nested Test Statistics

Throughout this article, demeaned
observations are considered, i.e, the mean is
assumed to be zero. Let Y =(Y,,...,Y,) be

independently and identically distributed (iid)



random variables. Consider the following non-
nested hypotheses:

1 2
H,: f(y;a)=me><p{—g—a} 1)

Hy:a(y; 8) =$exp{—|—zl] )

where H, isthe normal distribution with zero
mean, and H ; is the Laplace distribution with

zero mean. H; and H, belong to separate

parametric families and are called non-nested
hypotheses. In order to test non-nested
hypotheses, Cox (1961, 1962) proposed a testing
procedure based on a modified likelihood ratio.

When H isthe null hypothesisand H, isthe

aternative hypothesis, the Cox test statistic is
written as

T, =L (@)-L, (A -Ey(L (@-L,(B). 3

where L (@) => log f(y;; @) and

Lg(,B):Zn:Iogg(yi;,B) denotes the log

likelihood functions of the hypotheses H, and
H., respectively, @ and B denote the

g i)
maximum likelihood estimators under H, and
H,, respectively, E; (") is the expected value
under H, when « takes the value ¢, and
B, =plim 3 is the probability limit of /3
under H; as n— . Define

F =log f(Y:a), G, =logg(Y;;5,),
_dlog f(Y;) @

Fai
Ja
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Cox (1961, 1962) showed that T, is

asymptotically normal with zero mean and
variance

C.(F-G.F,)
Va(Fai)

V. (T)=n V,(F-G) , 5
where V, () and C,(-,-) denote the variance

and the covariance under H, , respectively.

In the same manner, set the Laplace
distribution H; as the null hypothesis and set

the normal distribution H, as the alternative

hypothesis. In this case, the Cox test statistic T
iswritten as

T,=LA-L@-ELAB-L (). ©

where Eﬁ(-) is the expected value under H

when A takes the value /3, and oy =plim o
is the probability limit of ¢& under H, as
N—oo. T, is also asymptotically normal with
zero mean and variance V,(T,), which is
defined in the same manner as (4). If V,(T;)
and V,(T,) ae consistently estimated by
V,(T,) and V,; (T,) , respectively,

N, :Tf/JV&(Tf), Ng =Tg/ /V/}(Tg) (7
can be used as test statistics which follow the

standard normal limiting distribution.
In setup (1) and (2), obtain

a=Yy Ym, =Y 1%Imn, ®

B,=pim,B=E,(Y =207,
o, =plim,a =E,(Y?) =25°. 9)
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Therefore, when the null hypothesis is normal
and the alternative hypothesis is Laplace, the
Cox test statisticis

j, (10)

gl B\ z
T, _nlog{ﬂ—&j_nlog(\/;

with the asymptotic variance V,(T,;)=%-3.

p
Jé

On the other hand, when the null hypothesis is
Laplace and the alternative hypothesis is normal,
the Cox test statistic is

T, =glog{§j=g|09[2iﬁzja (11)

with the asymptotic variance V,(T,) =7 .

Next, derive Atkinson's (1970) test. The
Atkinson test procedure is derived from the
comprehensive probability density function
(pdf), which includes f(y;er) and g(y; /) as

special cases. When H, is the null hypothesis

and H, is the alternative hypothesis, the
Atkinson test statistic is written as

A =L (@-L(B)-EL @A) (12

Comparing (3) and (12), the difference between
T, and TA, is their second terms. Because the

Atkinson test TA, and the Cox test T, are
asymptotically equivalent under H,, the
asymptotic variance of TA, is same as (5) (see
Pereira, 1977). Analogous results are obtained
for the casewhere H ; isthe null hypothesis and
H, is the aternative hypothesis. In order to
conduct the Atkinson test, we can use

NA =TALN M), NA=TA/ V) (13

as test statistics which follow the standard
normal limiting distribution. When the null
hypothesis is normal and the aternative

hypothesis is Laplace, the Atkinson test statistic
is:

o[ B[ [F 2
TAf_n{ﬁ& 1} n{\/;

~11, 14
\/Ej (14)

and when the null hypothesis is Laplace and the
aternative hypothesis is normal, the Atkinson
test statisticis

nl a nl o
TA, _E[Z_lj_ﬁ[z_ﬁz_lj' (15)

B

Because the computation of our non-nested test
statistics (i.e, Ny, Ny, NA;, and NA,) needs

only & and ,3 their implementation is quite
easy.
T, and TA, are related to another

normality test suggested by Geary (1935). The
Geary test statistic is written as

(16)

oo 2l _ B
Jn2 ¥ e

From (10) and (14), the relationships among G,
T, ,and TA, are

T, :nlog{\/ng,TAf :n{\/gG—lj. (17)

Therefore, if the standardized test statistics is
compared, it can be shown that under H; the

Cox test and the Atkinson test are asymptotically
equivalent to the Geary test.

Power Comparison

This section considers theoretical
properties of the proposed non-nested tests. We
first investigate the consistency of the Cox test
and the Atkinson test. Pereira (1977) showed
that the Cox test is always consistent, but the
Atkinson test is not always consistent. From (14)
and (15):



plim,n*TA, =yz/2-1~-01138,  (18)

plim,n"TA, = (U2)(w4-1) =-0.1073. (19)

Because both TA; and TA, converge to non-

zero constants, the Atkinson test is consistent in
our particular setup.

Using Pesaran’s (1987) strict definition
of the non-nested hypotheses, which is based
upon the Kullback-Leibler information criterion
(KLIC), next examine the relationship between

the normal distribution (H, ) and the Laplace
distribution (H,). The KLIC for the pdf
f (y;) against thepdf g(y; ) isdefined as

| 4@ B)=E,(log f (y;)—logg(y: £)). (20)

Assume that | (&, ) has a unique minimum
at f.(«) . Pesaran (1987) defined the closeness
of H, to H, as

Cyl@)=14(a p.(2)). (21)

Similarly, define the KLIC for g(y; )
againgt f(y;a) (denote 1, (B,¢)) and the
closeness of H, to H_  (denote C,(5)).
Using C, (o) and C,(f), Pesaran (1987)

classified the relationship between two
hypotheses into three categories, i.e, nested,
globally non-nested, and partially non-nested. In

the case of (1) and (2), | (a,f) and
Igf(ﬁ,a) are written as

1 1200 1
|fg(04ﬂ)——2|0§12ﬂvf)+|0912,3)+ﬁ\/; > (22)

Fy (23)

|4 (5.0) =%|Og(27za)—log(2ﬁ)+;_

oTsu
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Because f3, (@) =+ 20/7 and e, (B) = 2/3%,

Cy () =log [%j + % ~(0.04842, (24)

C, (8)=log(W7) —% ~007236. (25

Because both C,, («r) and C (B) are nonzero

constants, H, and H, are globally non-nested

and the power analysis using a local alternative
is not available (see Pesaran (1987)).

Because the Pitman-type power analysis
cannot be applied, compare the Cox test and the
Atkinson test by the method of approximate
slopes developed by Bahadur (1960, 1967). The
method of approximate slopes compares the
convergence rates of the significance levels of
tests (to zero) under some fixed alternative
hypothesis with some fixed power.

Thus, approximate slopes are useful to
analyze the power properties of tests under
globally non-nested hypotheses. Let ¢, be the

asymptotic significance level of some test with a
given sample size n. The approximate slope is

defined as lim(-2n"logg,) . If atest T, hasa
greater approximate slope than another test T, ,
we call that T, is Bahadur efficient relative to
T, . Pesaran (1984) showed that the approximate
slopes of the Cox test and the Atkinson test are
given by plim,(n™*N7) and plim,(n™NA?),

respectively. Therefore, from (10), (11), (14),
and (15),

2
log(Z
plimﬂn‘le:( ﬂ( 23)) ~0206L  (26)
27 2
N 2
I N 2_(7_1) _ 2
plim;n~NAf = 3 ~(0.1828, (27)
2 2
2
plim, n"*N? =[|og[%jj ~0.05835 (28)
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DGP n T,

20 0.0429
Normal 50 0.0451
100 0.0498
20 0.3427
Laplace 50 0.7072
100 0.9377
20 0.1184
Logistic 50 0.2549

100 0.4072

T

g
0.1812
0.6167
0.9291
0.0311
0.0418
0.0460
0.0995
0.2859
0.5356

TA,
0.0368
0.0410
0.0469
0.3012
0.6945
0.9339
0.1066
0.2428
0.3957

TA,
0.0239
0.4438
0.8875
0.0014
0.0190
0.0254
0.0108
0.1678

0.4512

BS

0.0234

0.0353

0.0434

0.2118

0.5107

0.7783

0.0931

0.2313
0.3673

SW

0.0469

0.0494

0.0484

0.2498

0.4105

0.5386

0.1102

0.1459
0.1289

DA

0.0526

0.0488

0.0525

0.3556

0.6927

0.9175

0.1497

0.2984
0.4531

Table 1. Finite sample rgjection frequencies of the null hypothesis at the one side 5% level

AD

0.0512

0.0509

0.0522

0.2663

0.5498

0.8265

0.1052

0.1682
0.2367

V4

2
plim,nNA’ = [ 2 1) ~ 0.04605. (29)

In both cases (i.e, the null is normal, and the
null is Laplace), the Cox test is Bahadur efficient
relative to the Atkinson test. Thus, the Cox test
has better global power property than the
Atkinson test.

Results

In order to analyze the finite sample properties
of the proposed tests, we conduct Monte Carlo
simulation. In addition to the non-nested test
statistics in (10), (11), (14), and (15), consider
the normality tests by Bowman and Shenton
(1975) (BS), Shapiro and Wilk (1965) (SW),
D’Agostino (1971) (DA) and Anderson and
Darling (1954) (AD), which is a modified
Kolmogorov-Smirnov test, as alternative tests.

As the data generating process (DGP), employ
the standard normal, standard Laplace, and
standard logistic distribution. The sample sizes
are set as Nn=(20,50,100). The number of

replications is 10000.

Table 1 shows finite sample regection
frequencies of the null hypothesis at the 5%
level. From this table, the following may be

seen. First, the Cox test T, with the normal null

hypothesis demonstrates better performances
than the Atkinson test TA, in terms of the size

accuracy and power. This power superiority of
T, is consistent with the relative Bahadur
efficiency of T, . Second, comparing to the other
normality tests, T, has the highest power when

the DGP is the standard Laplace distribution.
Also T, is second best when the DGP is the




logistic distribution. Third, the Atkinson test
TA, with the Laplace null hypothesis shows

enough power when the DGP is the standard
normal distribution. Note that T, and TA, can

provide additional information, which cannot be
obtained by the conventional normality tests
based on the normal null hypothesis.

Conclusion

By applying the Cox and Atkinson test, we
propose the non-nested test statistics of the
normal and the Laplace distribution. The
proposed test  dtatistics proposed are
asymptotically normal, and are easily computed.
Approximate slopes show that the Cox test has
better power properties than the Atkinson test. In
simulation, the Cox test with the normal null
hypothesis shows higher power for leptokurtic
distributions comparing to the other normality
tests. The Atkinson test with the Laplace null
hypothesis is aso wuseful to anayze
distributional forms of data.
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