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Modified Ratio and Product Estimators for Population Mean

Narendra Kumar Jatwa

The estimation of population mean in systematic sampling is explored. Properties of a ratio and product
estimator that have been suggested in systematic sampling are investigated, along with the properties of
double sampling. Following Swain (1964), the cost aspect is also discussed.
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Introduction

Systematic sampling is one of the simplest
sampling procedures adopted in practice and is
operationally more convenient than simple
random sampling. Apart from the simplicity of
its concept and execution, systematic sampling
is likely to be more precise than simple random
sampling and even more precise than stratified
sampling under certain specific conditions. In
sample surveys it is common to use of auxiliary
information to increase the precision of
estimates of population parameters. The ratio
method of estimation is a good example in this
context; the ratio method of estimation is
consistent, biased and gives more reliable
estimates than those based on simple averages
(Cochran, 1963).

If an auxiliary variate X positively
(high) correlated with the study variate y is

obtained for each unit in the sample and the
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population mean X ofthe auxiliary variate x is
known, the classical ratio estimator for the
population mean Y of the study variate y is
defined by

Ve=Y (1.1

=1

where yand Xx are the sample means of the
study variate y and the auxiliary variate Xx
respectively, that is, the simple averages of y

and x based on the sample.

If the auxiliary variate x is negatively
(high) correlated with the study variate then the
classical product estimator for population mean

Y ofthe study variate y is defined by

7, =y~ , (1.2)

Yp=Y

S|

which was first developed by Robson (1957) and
later rediscovered by Murthy (1964).

Bahl and Tuteja (1991) suggested
modified ratio and product estimators for

estimating the population mean Y respectively

as
_ X-x
= yexp| = 1.3
yRe y p(X-Ffj ( )
and
_ x-X
= vex — |. 14
yPe y p(f+XJ ( )
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Under simple random sampling without
replacement (SRSWOR), the variances of

Vi> Vps Vge and Y, to the first degree of

approximation are given, respectively, by

Var(yR )random =
1 1
(H - EJ [S;+R’S} —2Rp,S,S,
(1.5)
Var(yp )random =
1 1
(H - Ej[si +R’S] +2Rp, S.S, |
(1.6)
Var(yRe )random =
1 1
(E_Ej[si +(1/4)R’S] -p,S,S, |
(1.7)
and
\/ar(?pe )random =
1 1
(H—Ej[si +(1/4)R°S} +p,S,S, |
(1.8)
where

and

are population mean squares of the study variate
¥ and the auxiliary variate x respectively, p

is the correlation coefficient between x and y

andRZL.
X

Under the SRSWOR sampling scheme

Var(y)= (l—%ij (1.9)

n

Hasel (1942) and Griffth (1945-46)
found systematic sampling to be efficient and
convenient in sampling from certain natural
populations like forest areas for estimating the
volume of timber. In the case of estimating the
volume of timber the leaf area or the girth of the
tree may be taken as the auxiliary variable
(Swain, 1964).

The properties of the ratio estimator ),

under systematic sampling have been discussed
by Swain (1964) and Shukla (1971) presented

the properties of product estimator ) ,. This
article discusses the properties of the modified
ratio and product estimators ). and y,, in

systematic sampling in the cases of single and
double sampling and comparisons are made.

Modified Estimators in Systematic Sampling:
Single Sampling

Suppose N units in the population are
numbered from 1 to N in some order. To select
a sample of n units, if a unit at random is taken
from the first & units and every k" subsequent
unit, then N =nk. This sampling method is
similar to that of selecting a cluster at random
out of k clusters (each cluster containing 7

units), made such that i” cluster contains

serially numbered units
i,i+k,i+2k,...,i+(n—1)k. After sampling of
n units, observe both the study variate y and
auxiliary variate x. Let y, and x; denote the
observations regarding the variate y and variate
x respectively on the unit bearing the serial
i+(j—1)k in the population
(i =12,...,k;j= l,2,...,n). If the i” sampling

unit is taken at random from the first £ units,

number

then y , and x, are defined as:

_ B
ysy:yi.:_zyij’
nja

and

=l

1 n
Xy =X, :_in/'
n“s
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Suggested Estimator

Assuming the population mean X of
the auxiliary variate x is known, Swain (1964)
suggested the ratio estimator of population mean

Y of the study variate y Dbased on the

systematic samples as

@.1)

X
yRsy :ysyi_

and Shukla (1971) proposed the product
estimator based on systematic samples as

yPsy = ysy 22)

<<

The variances of y ~ and x 6 are given

approximately by

varls, )= 2, -0}

2.3)

where § yz is the population mean square for the

variate y and p is the intra-class correlation

between the units of a cluster corresponding to
the y variate and is given by

_ E(Y,J —?)(YU/ __)
> E(yij _?)2
1 K on kn
=Hkn(n-1)2u§1(y” by _Y)H(kn—l)
2.4)
and

(n—1)}

2.5)

2 .
where S and p_ bear the same meanings as for

the study variate y's.

426

For large N, the variances of Vs, and

Ypy, to the first degree of approximation are

respectively given by

Var(,, )= ﬁ[sﬁ +R’S] -2Rp, S8, |

Jrl[py (n-1)S2 +R%, (n-1)S’
n

9,58, {{iep, (- {1+ p. (-1

(2.6)

and
Var(y )=1[s2 +R’S} +2Rp S S, |
Psy et X xy= xSy
+Lp, (n-1)S +R%, (n-1)S:
n

+2Rp, 8.8, {1+p, (n-D)}{1+p, (n-1)} - 1}}
.7

Assuming the intraclass correlation to be the
same for both the variates y and x, for example,

p,=p,=p, then the Var()_/RSy) and

Var ()7 Py ) respectively reduce to

Var (¥, ) :—[s +R*S* —2Rp_S

nyy

+‘)(L[sj +R’S? -2Rp_SS

Xy xy

= Var(yR random {1 + p n- 1)}

(2.8)
and
Var(,,) = [s +R’S! +2Rp_S S,
+ p(L[Si +R’S] +2Rp S'S,
= Var(y,) ando m{1+p n-— 1)}
(2.9)

Following Bahl and Tuteja (1991), the
following modified ratio and product estimators

for population mean Y are defined respectively
as
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Viesy = Yy XP b ’_‘i (2.10)
and
_ _ X, - X
Ypesy = Yy €XP| = X (2.11)

To obtain the biases and variances of the
estimators Vg, and y,.., V, =Y (l+eo),

X, = X(I+e,), is written such that
E(e,)=E(e,)=0 and
B(e;) =
_ Var(?ﬁy)
?2
(& oo
B(e]) =
_ Var_(?s )
XZ
(2 Jua-vm
E(ee, )=
_ Cov(i Y )
XY
:(NT_lj(p”Cn‘Cyj\/{lJr(n—l)p Hi+(n-1)p }
(2.12)

where C| =Sy/)7 and C, =S /X are the
population coefficients of variation of y and x
respectively.

427

€
(2+e,)
-1
- e e
Y(l1+e,)exps——| 1+
( o) p{ 2( 2)}
_ L
P PP
2 2 8

R
2 278

Viresy = Y(1+ eo)exp{—

=Y(l+e,)

=Y(l+e,) i
+e—1(l—e+ e — j—
2 . O L
S e 3
=Y(l+e,))|1-—+=¢ —
(e[ 1=+ 36 ..
B P  =
2 2 8
or
(_ 7)")7 e, 3, e
yResy_ = eo_?—i_gel_ 2 .

(2.13)
Taking the expectations of both sides in (2.13)

and using the results given by (2.12) the bias of
the ratio estimator y,,  to the first degree of

approximation is obtained as

B(?Resy) =

e, (1)

- —oe.cc e (-} (- 1)
:(N—lj? C_ijr{”pX(n_l)} ]
nN 8 —4c\/{1+py(n—1)}{1+px(n—l)}

N-1\-(C {i+p, (n-1)}
:( ~ jY ?j{l+px(n—l)}l:3—4c —{pr(n_l)}l

(2.14)
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where ¢ = pxyCy/Cx .

Squaring both sides of (2.13) and
neglecting terms of e's having power greater
than two results in

2

— =\2 = e
(yResy_Y) :Yz{eg-p?l—eoel]
(2.15)

Taking the expectations of both sides in (2.15)
and using the results given by (2.12) provides
the variance of the modified ratio estimator

yRe sy as

Var (?Rc o )

_{1+py(n—l)}C2y

(N—lJ? +{1+px(n‘1)}(j;

nN

For large N , the above expression reduces to

Var(?kesy)
{140, (n-1)}s}
2

= +{1+px(n—l)}R2%"

p,C.C{1+p, (n-D}H1+p (n-1)} |

(2.16)

and in the case where p, = p = p, it reduces

to

Var (?Re sy ) =

1 1
H{szy + Zsti - RpxnySy}{l +p(n-1)}.
(2.17)

From (1.7) and (2.17):

—Rp,S.S, {t+p,(n-1)H{1+p,(n- 1)}_

Var(.)_}Resy ) = Var()_;Re )mndom {1 + p(i’l - 1)} .
(2.18)

The efficiency of the modified ratio
method of estimation using systematic samples
with respect to modified ratio method of
estimation using sample random sampling is

Var (J_/ Re )random — 1 .
Var(.)_jkesy ) {1 + p(”l - 1)}

(2.19)

As expected, the ratio method of estimation with
systematic samples will be more efficient if
p < 0. The minimum value that p can take is

—( j, when the reduction in variance is
l/l —

100%.

Further expressing (2.11) in terms of
\

es:

-1
_ = e e
Vbesy :Y(1+e0)exp{2](l+2]J }
[ e e ) e e )’
I+ 1+2 ) +21+2 ] +..
2 2 8 2

= e e e
Y(1+e°)_1+21(1_21+")+81(1_6‘ +)—}

Y(l+e,

~

=Y (1+e,)| 1+ ——¢ —}

or

(2.20)

Taking the expectations of both sides of
(2.20) and using the results given by (2.12)

provides the bias of the product estimator y,,,,

to the first degree of approximation as
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B (?Pesy ) =

{

nN /8

(N_lj v {mxycm{l+py(n—1>}{1+px(n—l)}

~C{1+p, (n-1)}

2.21)

Squaring both sides of (2.19) and neglecting
terms of e's having power greater than two
results in:

2
= = e
(J_/Pesy _Y)2 :Yz{eg +71+6081]-
(2.22)
Taking the expectations of both sides in (2.22)

and using the results given by (2.12) provides
the variance of the modified product estimator

y Pesy as:

Var(?my)
{i+p,(n-1)}C

=(N“)?Z+@+pgn-o}f

For large N , this expression reduces to

Var (?Pesy )

{1+p,(n-1)}8

2
_5 +{1+px(n—1)}R2%

_+pxnyCy\/{1 +p,(n-1)H1+p, (n- D}

(2.23)

In the casewherep =p =p, the

expression (2.23) reduces to

+Rp, 8.8, {1+p,(n-1)H1+p, (n-1)} |

Var (?Pesy ) =
1

1 V2r?2 2
—Y'IC] +{ﬂcx +p J{1+p(n-1)}s

N-DYY e (e . {t+p,(n-1)} Var(p,, ) =
e 1)}[4 Nyt 1} 5 )1

H[szy + ZRZS,{ + RpxySXSy}{l +p(n-1)}

(2.24)

From (1.8) and (2.24):

Var(yPesy ) = Var(.)_;Pe )random {l + p(l’l - 1)}
(2.25)

The efficiency of the modified product
method of estimation using systematic samples
with respect to modified product method of
estimation using sample random sampling is

Var(}f’e )mnd()m _

a - (2.26)
Var(yPesy ) {1 + p(l’l - l)}

which is greater than unity if:

Var(¥y,), . > Var (ypesy ) ,
1
1+p(n-1)
ie., if 1>1+p(n—-1),
ie., if 0>p(n-1),

e, if p<0.

>1

2

(2.27)

Thus, the modified product method of
estimation using systematic samples will be
more efficient than the modified product method
of estimation with simple random samples if
p < 0. The minimum value that p can take is

1
—[ J and, in this case, Var()_/PeSy):O,
n —_—

that is, the reduction in variance of y,, 1is
100%.
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Comparison of Modified Ratio ., and
Product y,, Estimators with Usual Unbiased
Estimator y,, Ratio Estimator y,  and
Product Estimator y,,,

For large N, the variance of y  in
(2.3) reduces to

2

Var()_/sy ) = {1 +p, (n— 1)} (2.28)

Sy
n
From (2.16) and (2.28)
Var(?Resy)—Var(?sy)
{ {1+p,(n-1)}R’S]

“4n —4Rp, S, S, [1+p, (n-1)H1+p, (n-1)}

:RZS§{1+px(n—1)}_ S {l+py(n—1)}]
}

1-4p  —2
4n Py SR\ {l+p,(n-1)

_ E {1+py(n_1)}
: 4R {1+px(n—l)}]

=R2$i{l+px(n—1)}_ {1+py(n—1)}}

RS {1+p, (n-1)}
B 4n

4n I-dc li+p, (n-1)}

which is negative if:

L [il+p.(n=1)

ie.,if ¢ >—

2.29
4\il+p,(n-1);" (2:29)

430

where ff = Py S—y is the population regression

coefficient of y on xandc = R
From (2.6) and (2.16)

var(,.,) - Var(3,,)

RS {1+p, (n-1)}

+Rp S S [{1+p, (n-D)H1+p (n-1)}

RS’S’ B [i+p, -1} 3
n j{Hp*(n_l)}_R {1+px(n—l)}_4:|

[ e oo Mi}

n i {t+p (n-1)} 4

s |

VR

which is negative if:

Thus, from (2.29) and (2.30) it follows that the
modified ratio estimator yg,.  is more efficient

than usual unbiased estimator y  and Swain’s

(1964) estimator y,  if:

{i+p,(n-1

1 ) 3
rl m<c<z

ie., if

15;/ﬁ+pxn—0}<p _3¢, [it+p(n-1)}
ac \{i+p,(n-1)} ¥ 4c \{1+p,(n-1)}

2.31)

{L+p,(n-1)}
{1+py(n—1)}
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when the intraclass correlation coefficients for
both the variates are same (i.e.p0, =p, =p),

then condition (2.31) reduces to:

¢,

l < Cx
4C, P '

3
< —
4C

(2.32)

y

From (2.7), (2.23) and (2.28)

Var(?Pesy ) — Var(?sy ) =

R’S}S] 1
S I i
( . J{ +p,(n )} 4+c

(2.33)
and
Var(?Pesy)—Var(?PSy)=
R’S’S] 3 [{i+p,(n-1)}
[—77—}@+pxn—w}—z—c oo (o))
(2.34)
It follows from (2.33) and (2.34)

respectively that the proposed modified product
estimator y,,., is more efficient than

(i) usual unbiased estimator y, if
Var (yPesy ) < Var(ysy )’

o 1+p,(n-1)
ie,if —+¢ |—————=
4 V{i+p (n-1)}

feLife< L [ ln=D}
4\ {+p,(n-1)

(i1) Shukla’s (1971) product estimator y, —if

<0,

(2.35)

Var()_/Pesy ) < Var()_}RYy )’

431

TR | S ACED)
4 \{i+p.(n-1)}

1+p,(n—1)

1.€ if—§<c
4 i+ p (-1

feifes 3 kA=l 50
4\ 1+p,(n-1)

Thus, from (2.35) and (2.36) it follows that the
proposed modified product estimator yp,  is

more efficient than usual unbiased estimator y

and Shukla’s (1971) estimator y,  if

Tep=1F_ 1 [[p 1]
{1+py(n—1)} 4 {1+py(n—1)}

(2.37)

_3
4
1e., if
e ity e
ac \{i+p,(n-1} 7 4c,

In the case wherep, = p = p, the condition
(2.38) reduces to:

{l+p, (n-1)}

{i+p,(n-1)}
(2.38)

X X

<
4C P 4C

y y

(2.39)

Modified Estimators in Systematic Sampling:
Two-Phase (or Double) Sampling

If the population mean X of the
auxiliary variable x is not known before start of
the survey, then it may be more efficient to
conduct the sampling in two-phase (or double)
sampling by taking a large preliminary sample to
estimate the population mean X . This method
is a powerful and cost effective (economical)
procedure and, therefore, has role to play in
survey sampling (Hidiroglou & Sarndal, 1998;
Hidiroglou, 2001).
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In the present situation the population is Var(?i,‘i;) =
divided into k clusters of # units each
: . 1/S2+R’S: R2S2
according to the previous rule and A clusters Ll I x 1 1 xf1 1
_ fi+p(n-1)+ & 51 p(a-1)
(A being less thank) and selected to observe n| +2Rp, S S, An
only the auxiliary variate X, while another (3.5)
cluster is selected to observe both yand x
variates (Swain, 1964). If X is the mean of the Case II
x's from the selected A clusters, then For large N, p, =p, = p and if the
second cluster is chosen randomly from the first
— 1 & 31 set of selected clusters, the variances of the
X _E;Z_;xﬂ ’ CRY double sampling ratio and product estimators
= based on systematic sampling are respectively
N _, given by
such thatE(x )= X, that is, X is an unbiased
estimator of the population mean X .Swain Var(ylg) =
(1964) suggested the double sampling ratio ) s
estimator with systematic samples as 1|S;+RS]
— {1+p(n-1)}
n| -2Rp S S,
_ _ [ X
y](;j; =7, [f_] (3.2) 1| |2Rp,S,S, |1+
sy +—
! An| |-R’S’ p(n+1)
The double sampling version of product (3.6)
estimator y, =~ in (2.29) is defined by and
@) _
—(d) = )_ny Var(yPsy) -
Yey =V 1 (-3) 1 Sj + RZSi
— {1+p(n-1)}
n| +2Rp S S
Xy y X
Case | SRo S S
For large N, p, = p, = p and, if the +LH_ Py X}{l H
first set of A clusters and the second cluster are An _sti +p(n B 1)
chosen randomly and independently, the 3.7

variances of the double sampling ratio ()7,(;3)
Following Bahl and Tuteja (1991) and

and product (J_/ é‘ﬁy)) based on systematic samples Singh and Vishwakarma (2007) a modified
to the first degree of approximation are double sampling ratio estimator based on
respectively given by systematic sampling is proposed a
Var(yy )= — - X, — X,

(2 ”)2 . View = Fy X = | (G8)
1|8y +R7S; R’S! v Ty
— I+p(n—1);+—241+p(n-1
nl:—2RpxySySx { P )} An { P( )}

and the modified double sampling product

(34) estimator based on systematic sampling

and

432
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xsy +X,

Casel

For large N, p, = p and if the

= pX
first set of A clusters and the second cluster is
chosen randomly and independently, the
variances of the modified double sampling ratio
and product estimators based on systematic
samples to the first degree of approximation are
respectively given by

-0}

Var (30, ) =
S, +(1/4)R’S;
1|8, +(1/4)R7S] fsp(n—
RpxySySX
(3.10)
and
Var(yil, )=
s +(1/4)R?S; RS2
| +Rp, 5.5, {1+p(n—1)} 7o {1+p(n 1)}
(3.11)
Case II
If the second cluster 1s selected

randomly from the first set of selected clusters,

then the variances of the double sampling ratio

(@)

VResy and product y Pesy estimators to the first

degree of approximation are respectively given
by

Var ( yi{‘e)sy )

-, [s

+(1/4)R?S? -Rp,S

ySX]{1+p(n—l)}

F R, 5.5, - (AR Hi+p(n +1)}]

(3.12)

and

433

Var (¥, )

[32 (1/4)R’S? —=Rp,S

n
(3.13)

For large N and p, = p, the variance

of usual unbiased estimator y is given by

2

S
var(y, )= 7y{1 +pn-1}. (.14)

Efficiency Comparisons
From (3.4), (3.5), (3.10), (3.11) and
(3.14) in Case I it can be shown that the

proposed estimator yRes is more efficient than

(a) the usual unbiased estimator y, if

HJ

(b) Swain’s (1964) estimator y Ryy

X(HLJ
’ A

and that Pegy is better than

C.
4c,

Py > (3.15)

3C
4C

Py (3.16)

(a) the usual unbiased estimator y if

(3.17)

(b) the product estimator f}(,‘jy) if

3C, [ I ]
= 1+—1.
) A

e (3.18)

+ %[{—Rpwsysx —(1/4)R*s2H1+p(n~

S {t+p(n-1)}
N}
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Combining {(3.15) and (3.16)} and
{(3.17) and (3.18)} shows that the proposed

estimator y,.  is more efficient than y  and

()
vay f

C, ( 1) 3cx( 1)
I+—|<p,, < I+—

4C, A © o 4C, A
(3.19)

and the proposed modified product estimator

y}izy is better than y, and y}iﬂ if
1
. (1+—j.
, A

X (1 1 j < P
y 2« ¥ 4C

From (3.6), (3.7), (3.12), (3.13) and (3.14) in
case II it can be established that the proposed

estimator yl({”g

3C
4C

is better than

(a) the usual unbiased estimator y, if

x (3.21)

3C
<—— 3.22
Po<3C (3.22)
y
and ! Pm is more efficient than
(a) the usual unbiased estimator y if
1C
<——— 3.23
Py <=4 C (3.23)
y
(b) the product estimator y;,iz if
> 36, (3.24)
pxy 4 C ‘ ‘

y

434

Combining (3.21) and (3.22) shows that

the proposed estimator yRe o 1s more efficient

than y, and yRéy if

1C,

3 3C,
sc, P

4c,’

a condition which is usually met in practice.
Further from (3.23) and (3.24) it follows that the

proposed estimator yPes is better than y  and

7 (@)
yPsy

3C< 1C
4C P

Cost Aspect
Following Swain (1964), let the cost
function be of the form

c* = con+edn=(c, +c,A)n (3.25)

where:

C g total cost,

c,= cost for observing a pair of (y,x) on a
sampling unit, and

¢, = cost for observing x on any unit of A
clusters.

From (3.10), (3.11), (3.12) and (3.13),
note that all the four variance formulae are of the
form:

:%{1+ p(n—l)}+%{l+ pln—1)}.
(3.26)

The optimum values of n and A can be
obtained by minimizing the variance function
for a given cost. The value of A which
minimizes the variance function can be obtained
by the equation

aV

=L =0,
oA
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where

V:V{M{HP(L_IJ}
C c, +cA

+V{—(C°+Clk){l+p(—c ~1 H
CA c, + ¢\

(3.27)

Differentiating (3.27) with respect to A and
equating to zero results in

Ve

—=0
oA

which gives

V,|c p C
Ay = || 2+ —"———|. (3.28)
3 \/1/1{01 (1_p)cl:|

Substituting (3.28) in (3.25) results in

O S
o (co + cllopt)

C

—_— b

co+¢, Val&, P €
Vil ¢ (l_p)cl

(3.29)

and substitution of (2.28) and (3.29) in (3.26)
yields the minimum variance

opt

\/ V.
= n_;{1 +p(n,, —1)}+ koptrzlopt {1+p(n,, -1)}.

(3.30)
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